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Basics	of	the	control	theory	
Let	start	course	of	the	modern	theory	of	control	systems	from	the	basics	of	classic	control	theory.		All	

physical	processes	are	described	by	differential	equations.	Let’s	consider	typical	simple	structural	automatic	
control	scheme,	that	is	shown	in	the	Fig.	1:	

	

Fig.	1	–	Structural	scheme	of	automatic	control	system.	

The	 Plant	 is	 the	 Control	 Object	 and	 it’s	 a	 physical	 device,	 for	 example	 DC	motor,	 electrical	 circuit,	
combustion	engine,	etc.	Plant’s	behavior	is	described	by	some	differential	equations.	Task	of	the	Controller	
according	to	Error	signal	𝑒(𝑡) = 𝑔(𝑡) − 𝑦(𝑡),	which	is	equal	to	difference	between	reference	signal	𝑔(𝑡)	from	
generator	and	output	𝑦(𝑡)	of	the	Plant,	generate	control	signal	𝑢(𝑡)	leading	Plant	to	desired	state	and	behavior.	
Output	𝑦(𝑡)	in	real	object	can	be,	for	example,	velocity	or	rotation	angle	of	motor	shaft.		

Linear	dynamic	Plant	 (control	 system)	 can	be	described	 in	 two	 forms:	 Input-State-Output	or	 Input-
Output.	

1. In	a	first	form,	typical	equations	system	is:	

V𝑥̇ = 𝐴𝑥 + 𝐵𝑢,
𝑦 = 𝐶𝑥, 	

where	𝑥 ∈ 𝑅!	is	a	state	vector	(it	can	consists	of	voltages	in	nodes	of	electrical	circuit,	for	example);		𝑢 ∈ 𝑅" 	is	
a	system	input;	𝑦 ∈ 𝑅# 	is	a	system	output,	𝐴	–	matrix	of	coefficients,	called	«state	matrix»	and	described	current	
state	𝑥(𝑡),	dimension	is	𝑛 × 𝑛;	𝐵	–	matrix	of	coefficients,	called	«control	matrix»	and	described	control	𝑢(𝑡)	to	
each	state,	dimension	is	𝑛 × 𝑘	(in	case	of	system	with	single	input	is	𝑛 × 1);	𝐶	–	matrix	of	coefficients,	called	
«output	matrix»	and	described	output	𝑦(𝑡)	of	the	Plant,	dimension	is	𝑙 × 𝑛	(in	case	of	system	with	single	output	
is	1 × 𝑛).	In	continuous	time,	all	variable	𝑥, 𝑦, 𝑢	depend	on	time.	

Let’s	introduce	algebraic	variable	𝑠	and	calculate	characteristic	equation	of	the	Plant	as:	

det(𝐴 − 𝑠𝐼) = 𝑠! + 𝑎!$%𝑠!$% +⋯+ 𝑎%𝑠 + 𝑎& = 0,	

where	𝐼	–	identity	matrix,	𝑠' , 𝑖 = 1, 𝑛	are	roots	of	the	system,	𝑎( , 𝑗 = 0, 𝑛 − 1	are	polynomial	coefficients.	

Characteristic	equation	corresponds	to	differential	equations	of	the	system	and	roots	𝑠' 	are	determined	
elementary	behavior	of	the	Plant.	

2. Now,	let’s	consider	the	second	form:	Input-Output.		

In	a	previous	case	system	 is	described	by	𝑛-differential	equations	of	 first	order.	 In	 this	case	we	will	
describe	Plant’s	behavior	using	one	differential	equation	of	𝑛-order:	

𝑑!𝑦
𝑑𝑡!

+ 𝑎!$%
𝑑!$%𝑦
𝑑𝑡!$%

+⋯+ 𝑎%
𝑑𝑦
𝑑𝑡
+ 𝑎&𝑦 = 𝑏)

𝑑)𝑢
𝑑𝑡)

+ 𝑏)$%
𝑑)$%𝑢
𝑑𝑡)$%

+⋯+ 𝑏%
𝑑𝑢
𝑑𝑡
+ 𝑏&.	

In	the	case	instead	of	three	matrices	𝐴, 𝐵, 𝐶	we	have	two	sets	of	coefficients:	𝑎' , 𝑖 = 0, 𝑛 − 1	and	𝑏( , 𝑗 =
0,𝑚.	These	sets	are	characterized	system	behavior.		

Equation	𝑚 ≤ 𝑛	is	a	condition	of	physical	feasibility.	What	is	a	derivative?	It’s	a	limit	of	the	ratio	function	
increment	to	argument	increment	with	the	argument	increment	tends	to	zero:	

𝑓*(𝑥) = lim
∆,→&

𝑓(𝑥 + ∆𝑥) − 𝑓(𝑥)
∆𝑥

.	
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Fig.	2	–	Derivative	in	the	point	𝑥,	mathematically	it’s	correct.	

But	 in	case	of	physical	systems	axis	𝑥	 is	an	axis	of	 time	𝑡,	so,	 in	a	moment	𝑡	we	can’t	know	value	of	
𝑓(𝑡 + ∆𝑡),	because	the	moment	(𝑡 + ∆𝑡)	in	the	future.	And	due	to	this	fact	in	a	control	theory	we	have	limitation	
𝑚 ≤ 𝑛.	

Let’s	 introduce	algebraic	variable	𝑠	as	a	differentiation	operator	𝑠 = .
./
,	 then	our	𝑛-order	differential	

equation	will	take	the	form:	

𝑠!𝑦 + 𝑎!$%𝑠!$%𝑦 +⋯+ 𝑎%𝑠𝑦 + 𝑎&𝑦 = 𝑏)𝑠)𝑢 + 𝑏)$%𝑠)$%𝑢 +⋯+ 𝑏%𝑠𝑢 + 𝑏&𝑢.	

Variables	𝑦	and	𝑢	put	beyond	the	bracket:	

𝑦(𝑠! + 𝑎!$%𝑠!$% +⋯+ 𝑎%𝑠 + 𝑎&) = 𝑢(𝑏)𝑠) + 𝑏)$%𝑠)$% +⋯+ 𝑏%𝑠 + 𝑏&).	
	 characteristic	equation		
Let’s	divide	this	equation	to	𝑢	and	to	characteristic	equation:	

𝑦
𝑢
=
𝑏)𝑠) + 𝑏)$%𝑠)$% +⋯+ 𝑏%𝑠 + 𝑏&
𝑠! + 𝑎!$%𝑠!$% +⋯+ 𝑎%𝑠 + 𝑎&

= 𝑊(𝑠).	

𝑊(𝑠)	is	a	Transfer	function	and	it’s	a	ratio	output	to	input	with	zero	initial	conditions.	

Roots	of	the	Transfer	function	denominator	are	called	poles	and	described	system’s	free	motion.	

Roots	of	the	Transfer	function	numerator	are	called	zeros	and	described	system’s	forced	motion.	

Example:	

𝑑0𝑦(𝑡)
𝑑𝑡0

+ 2
𝑑𝑦(𝑡)
𝑑𝑡

+ 𝑦(𝑡) =
𝑑𝑢(𝑡)
𝑑𝑡

+ 𝑢(𝑡),	

𝑊(𝑠) = 1(3)
5(3)

−?	

𝑊(𝑠) = 36%
3!6036%

,	

𝑠 + 1 = 0 ⇒ 𝑠 = −1	–	zero;	

𝑠0 + 2𝑠 + 1 = 0 ⇒ 𝑠%,0 = −1	–	two	poles	(second	order	pole).	

Let’s	consider	conversion	from	input-state-output	to	input-output	form:	

𝑊(𝑠) = 𝐶(𝐴 − 𝑠𝐼)$%𝐵.	

In	case	of	several	inputs	and/or	several	outputs	we	will	obtain	Transfer	matrix	𝑙 × 𝑘	dimension,	consists	
of	several	transfer	functions	𝑊',((𝑠)	linking	𝑖-th	output	and	𝑗-th	input.	In	a	simple	case	with	single	input	and	
single	output	(SISO-system)	we	will	obtain	only	one	transfer	function.	
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Ok,	 we	 considered	 two	 forms	 describing	 dynamic	 systems.	 Now,	 let’s	 consider	 behavior	 of	 output	
variable	𝑦.	Typical	transient	is	shown	in	the	Fig.	3.	

	

Fig.	3	–	Typical	transient	in	automatic	control	system.	

𝑡/	–	transient	time:	∀𝑡 > 𝑡/:	|ℎ(𝑡) − 1| < ∆, ∆> 0;	

ℎ(𝑡)	–	transient	function;	

∆= 0.05	(5%	deviation	from	steady	value	ℎ8);	

in	general	case	ℎ8 = lim
/→8

ℎ(𝑡),	but	in	case	of	constant	reference	signal	𝑔(𝑡) = 𝑐𝑜𝑛𝑠𝑡 = 𝑔:	ℎ8 = 𝑊(𝑠)|39& ∙ 𝑔.	

We	can	calculate	other	important	parameter	–	overcontrol	(is	noted	as	𝛿):	

𝛿 = �
ℎ):, − ℎ8

ℎ8
� ∙ 100%.	

For	typical	systems	𝛿 = 0⋯30%.		

Ok,	now	let’s	try	to	create	a	model	of	a	simple	abstract	Plant.	

Example:	

Let	𝐴 = �1 −1
2 0 � ;	𝐵 = �12� ;	𝐶 = [3 −2].	

V𝑥̇ = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥 	⇒ �

𝑥̇% = 𝑥% − 𝑥0 + 𝑢
𝑥̇0 = 2𝑥% + 2𝑢
𝑦 = 3𝑥% − 2𝑥0

.	

For	modelling	we	will	use	integrators,	because	due	to	condition	𝑚 ≤ 𝑛	we	can’t	use	differentiators:	
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Fig.	4	–	Scheme	of	system	modelling.	

Let’s	find	out	a	transfer	function:	

𝑊(𝑠) = 𝐶(𝐴 − 𝑠𝐼)$%𝐵;	

𝐴 − 𝑠𝐼 = �1 −1
2 0 � − �

𝑠 0
0 𝑠� = �1 − 𝑠 1

−2 1 − 𝑠� = 𝐴∗;	

𝐴∗$% = %
<=>?∗

(adj𝐴∗)@;	

adj𝐴∗	–	adjoint	(or	allied	or	interconnected)	matrix;	

elements	of	adjoint	matrix	are	algebraic	complements	𝑎'(∗ = (−1)'6( ∙ 𝑀'( ,		

where	𝑖	–	row	number,	𝑗	–	column	number,	𝑀'( 	–	minors	of	𝐴∗.		

det𝐴∗ = (1 − 𝑠)(−𝑠) − (2)(−1) = −𝑠 + 𝑠0 + 2 = 𝑠0 − 𝑠 + 2;	

𝐴∗$% = %
3!$360

�−𝑠 −2
1 1 − 𝑠�

@
= %

3!$360
�−𝑠 1
−2 1 − 𝑠�;	

𝐶𝐴∗$% = [3 −2] ∙ %
3!$360

∙ �−𝑠 1
−2 1 − 𝑠� =

%
3!$360

∙ [−3𝑠 + 4 3 − 2 + 2𝑠];	

𝑊(𝑠) = %
3!$360

∙ [−3𝑠 + 4 1 + 2𝑠] ∙ �12� =
%

3!$360
(−3𝑠 + 4 + 2 + 4𝑠) = 36A

3!$360
.	

Now,	let’s	try	to	create	a	model	from	the	transfer	function:	

𝑊(𝑠) = B(3)
C(3)

= 36A
3!$360

,	𝑠 = .
./
;	

𝑠0𝑦 − 𝑠𝑦 + 2𝑦 = 𝑠𝑢 + 6𝑢;	

Let’s	divide	equation	to	𝑠	a	power	of	differential	equation	order:	

𝑠0𝑦 − 𝑠𝑦 + 2𝑦 = 𝑠𝑢 + 6𝑢	| ∶ 𝑠0;	

𝑦 − %
3
𝑦 + 2 %

3!
𝑦 = %

3
𝑢 + 6 %

3!
𝑢;	

Now,	let’s	leave	only	𝑦	on	the	left:	

𝑦 = %
3
𝑢 + %

3
𝑦 + 6 %

3!
𝑢 − 2 %

3!
𝑦;	

Rewrite	equation:	

𝑦 = %
3
(𝑢 + 𝑦) + %

3!
(6𝑢 − 2𝑦);	

And	create	a	model:	
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Fig.	5	–	Scheme	of	system	modelling.	

Structural	transformations	
Let’s	consider	typical	transformation	for	structural	schemes,	how	to	simplify	some	of	them.	

1. Consecutively	𝑘-connected	elements.	

	

Fig.	6	–	Scheme	of	consecutively	connected	elements.	

𝑊D(𝑠) =
E#(3)
E$(3)

;	

from	the	scheme	is	visible,	that:	

V 𝑋0 = 𝑊%𝑋%,
𝑋F = 𝑊0𝑋0 = 𝑊0𝑊%𝑋%

⇒ 𝑊D(𝑠) =
E#(3)
E$(3)

= 𝑊0(𝑠)𝑊%(𝑠);	

	𝑊D(𝑠) = ∏ 𝑊'
"
'9% (𝑠).	

2. Parallel	𝑘-connected	elements.	

	

Fig.	7	–	Scheme	of	parallel	connected	elements.	

Using	the	similar	logic	obtain:	𝑊D(𝑠) = ∑ 𝑊'
"
'9% (𝑠).	

3. Elements	with	a	feedback.		

	

Fig.	8	–	Scheme	of	elements	with	a	feedback.	

�
𝑋0 = 𝑋% − 𝑋G,
𝑋F = 𝑊%𝑋0,
𝑋G = 𝑊0𝑋F,

	⇒ 	�
𝑋F = 𝑊%(𝑋% − 𝑋G),

𝑋F = 𝑊%𝑋% −𝑊%𝑊0𝑋F,
(1 +𝑊%𝑊0)𝑋F = 𝑊%𝑋%.

		

𝑊D(𝑠) =
E#
E$
= H$

%6H$H!
.	
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Stability	
Now,	 let’s	 consider	 one	 of	 the	 most	 important	 property	 of	 dynamic	 systems:	 «stability».	 What	 is	

stability?	Stability	is	the	system	ability	to	return	to	initial	position	after	stopping	action	to	system	external	
disturbances.	For	example,	let’s	see	to	the	picture:	

	

Fig.	9	–	Stable	system.	

Is	this	system	stable?	Yes!	If	we	move	a	ball	to	left	or	to	right	side	and	leave	it	there,	the	ball	returns	to	
stable	bottom	position.	

	

Fig.	10	–	Unstable	system.	

And,	is	this	system	stable?	No,	system	is	unstable,	but	the	current	position	is	the	equilibrium.	In	our	life,	
this	picture	is	like	a	Segway,	two-wheeled	balancing	pendulum	platform.		

	

Fig.	11	–	Segway.	

In	control	theory	identify	several	kinds	of	stability.	We	consider	three	of	them.	The	first	and	the	weakest	
kind	of	stability	is	Lyapunov	stability.		

1. Lyapunov	stability		

Lyapunov	 stability	 guarantees	 bounded	 of	 all	 trajectories,	 but	 not	 guarantees	 convergence	 to	 some	
steady	value.	Geometrically	it	can	be	shown	in	Fig.	12:	
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Fig.	12	–	Lyapunov	stability	geometrical	interpretation.	

where	𝑥%, 𝑥0	are	state	coordinates,	𝜀, 𝛿	–	some	small	numbers;	as	norm	of	𝑥%	and	𝑥0	can	be	used	quadratic	
norm,	for	example;	𝑥(0)	–	initial	position	of	trajectory.	

The	equilibrium	𝑥 = 0	is	Lyapunov	stable	if	for	any	small	number	𝜀 > 0,	exists	small	number	𝛿(𝜀) > 0,	
that	 for	 all	 trajectories	 starting	 from	 the	 initial	 conditions	 ‖𝑥(0)‖ ≤ 𝛿(𝜀)	 for	 any	 time	 ∀𝑡 ≥ 0	 following	
inequality	is	satisfied:	‖𝑥(𝑡)‖ ≤ 𝜀.	

Let’s	consider	Root	stability	criterion	for	the	system:	

V𝑥̇ = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥 .	

Characteristic	polynomial	of	matrix	𝐴	is	det(𝐴 − 𝑠𝐼) = 𝑠! + 𝑎!$%𝑠!$% +⋯+ 𝑎%𝑠 + 𝑎& = 0,	where	𝑠' , 𝑖 =
1, 𝑛¢¢¢¢¢	–	are	roots	of	polynomial.	

So,	if	all	roots	have	negative	real	parts	Re𝑠' < 0, 𝑖 = 1, 𝑛¢¢¢¢¢,	then	the	system	is	stable.	On	the	complex	plane,	
they	are:	

	

Fig.	13	–	Roots	distribution	in	a	stable	system.	

where	Im	–	imaginary	axis,	Re	–	real	axis.	Imaginary	axis	is	a	stability	border.	

If	one	or	more	than	one	root	is	more	than	zero	system	is	unstable.		

As	sub	kinds	of	Lyapunov	stability	we	can	distinguish	two	stability	borders.	

1.1. Stability	border	of	neutral	type.	

Root	stability	criterion	claims	that	the	dynamic	system	is	on	the	border	of	neutral	type	if	one	or	two	
roots	of	characteristic	polynomial	are	equal	to	zero	and	rest	roots	have	negative	real	parts:	

𝑠%,0 = 0, Re𝑠' < 0, 𝑖 = 3, 𝑛¢¢¢¢¢.	

1.2. Stability	border	of	oscillatory	type.	
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Root	stability	claims	that	the	dynamic	system	is	on	the	border	of	oscillatory	type	if	the	characteristic	
polynomial	has	pair	of	purely	imaginary	roots	and	rest	roots	have	negative	real	parts.	

𝑠%,0 = ±𝑗𝜔,𝜔 > 0	Re𝑠' < 0, 𝑖 = 3, 𝑛¢¢¢¢¢,	where	𝑗	–	imaginary	unit.	

	

Fig.	14	–	Stability	border	of	oscillatory	type.	

So,	all	these	sub	kinds	are	Lyapunov	stability.	The	next	kind	of	stability	is	asymptotic	stability.	

2. Asymptotic	stability.	

The	equilibrium	𝑥 = 0	is	asymptotically	stable	 if	 the	position	 is	Lyapunov	stable	and	for	any	motion	
trajectories	𝑥(𝑡)	from	the	arbitrary	initial	conditions	𝑥(0)	the	condition	 lim

/→8
‖𝑥(𝑡)‖ = 0.	

	

Fig.	15	–	Transient	in	an	asymptotic	stable	system.	

Stronger	than	an	asymptotic	stability	is	an	exponential	stability.	

3. Exponential	stability.	

The	equilibrium	𝑥 = 0	is	exponential	stable	if	for	any	motion	trajectories	𝑥(𝑡)	from	the	arbitrary	initial	
conditions	𝑥(0)	exists	numbers	β < 0	and	ρ ≥ 1	that	for	any	time	∀𝑡 ≥ 0	the	inequality	is	satisfied:	‖𝑥(𝑡)‖ ≤
ρeI/ ∙ ‖𝑥(0)‖.	

	

Fig.	16	–	Transient	in	an	exponentially	stable	system.	

Constant	 β	 is	 the	 convergence	 degree	 and	 characterizes	 convergence	 velocity	 to	 equilibrium.	 From	
exponential	stability	implies	asymptotic	stability,	and	from	asymptotic	stability	implies	Lyapunov	stability.	
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Ok,	system	can	be	stable	or	unstable.	But	in	both	these	cases	control	purpose	must	be	fulfilled.	There	
are	 many	 different	 methods	 and	 approaches	 for	 developing	 control	 laws	 (algorithms)	 exists.	 Now	 we	
considered	one	of	the	most	popular	method	«modal	control».	

Modal	control	
Behavior	 of	 the	 system	 is	 uniquely	 determined	 by	 the	 state	 matrix	 eigenvalues.	 To	 make	 system	

behavior	in	a	certain	way	it	is	necessary	to	develop	controller	which	delivers	desired	eigenvalues	to	a	given	
state	matrix	𝐴.	We	should	construct	reference	(modal)	model	that	has	desired	quality	indicators.	

The	Plant	is	given	by	the	system	of	differential	equations:	

V𝑥̇
(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡), 	

Modal	model	is	an	autonomous	dynamic	system	of	the	form:	

	 	V 𝑧̇
(𝑡) = Γ𝑧(𝑡),
𝜂(𝑡) = H𝑧(𝑡),	

where	𝑧(𝑡) ∈ 𝑅!	–	𝑛-dimension	state	vector,	𝜂(𝑡) ∈ 𝑅# 	–	𝑙-dimension	output	vector;	Γ	–	square	state	matrix	of	
dimension	𝑛 × 𝑛;	H	–	output	matrix	𝑙 × 𝑛.	Matrices	(Γ, H)	are	completely	observable	(observable	matrix	No =
[H HΓ HΓ0 ⋯ HΓ!$%]@	should	has	the	full	rank).	State	matrix	Γ	characterized	by	eigenvalues	λ' , 𝑖 = 1, 𝑛¢¢¢¢¢,	
providing	a	predetermined	dynamic	performance	quality	of	the	system.	Eigenvalues	of	𝐴	matrix	are	not	equal	
to	eigenvalues	of	Γ	matrix.		

It	is	necessary	to	synthesize	a	control	algorithm	that	generates	control	signals	𝑢(𝑡)	for	dynamic	Plant	
with	the	quality	indicators	defined	by	the	eigenvalues	of	matrix	Γ.	Let’s	choose	proportional	control:	

	 𝑢(𝑡) = −K𝑥(𝑡),	

where	K	–	matrix	of	linear	stationary	feedbacks.	

Substituting	control	signal	𝑢(𝑡)	in	a	vector-matrix	description	of	the	Plant	we	obtain	a	closed	feedback	
system:	

	 V𝑥̇ = F𝑥,
𝑦 = 𝐶𝑥,	

where	F = 𝐴 − 𝐵K	–	matrix	of	the	closed	system.	

To	 matrix	 K	 provides	 quality	 indicators	 for	 given	 dynamic	 system	 like	 in	 a	 reference	 model,	 it’s	
necessary	the	condition	of	similarity	is	satisfied:	

	 𝑥(𝑡) = M𝑧(𝑡) 	⇒ 	𝑧(𝑡) = M$%𝑥(𝑡)	, 𝑡 ≥ 0,	

where	M	–	coordinate	transformation	or	similarity	matrix.	

Output	of	 the	 reference	model	 is	a	 control	 signal	 for	 the	given	model.	Using	 this	 relation	obtain	 the	
control	law:	

	 𝑢(𝑡) = −H𝑧(𝑡) = −HM$%𝑥(𝑡).	

Let’s	introduce	notation:	

	 K = HM$% 	⟺ 	H = KM.	

Substituting	obtained	expressions	to	Sylvester	type	matrix	equation	obtain:	

	 MΓ − 𝐴M = −𝐵KM.	

With	the	notation	F = 𝐴 − 𝐵K	matrix	equation	leads	to	a	similarity	condition	Γ	and	F:	
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	 MΓ = FM,	

therefore	matrix	F	has	eigenvalues	Γ.	

Example:	

A = ¯
7 3 14
6 5 −8
4 −1 −7

°,	B = ¯
0
0
1
°,	C = [1 0 0].	

Required	to	ensure	the	transition	time	in	a	closed	system	𝑡/ = 1.7	seconds.	

A	=	[7	3	14;	6	5	-8;	4	-1	-7];	%	MATLAB	code	
B	=	[0;	0;	1];	
C	=	[1	0	0];	

1. Checking	system	stability:	

det(𝐴 − 𝑠𝐼) = 𝑠F − 5𝑠0 − 131𝑠 + 635	 ⟹	�
𝑠% = −11.3921,
𝑠0 = 11.5776 > 0,
𝑠F = 4.8145 > 0,

	⟹	system	is	unstable.	

roots(poly(A));	%	MATLAB	code	or	
eig(A);	

2. Checking	system	for	complete	controllability	(matrix	𝑁𝑐 = [𝐵 𝐴𝐵 𝐴0𝐵 ⋯ 𝐴!$%𝐵]	should	has	
the	full	rank):	

rank	NJ = rank ¯
0 14 −24
0 −8 100
1 −7 113

° = 3 = 𝑛 ⇒	system	is	completely	controllable.	

rank(ctrb(A,	B));	%	MATLAB	code	

3. Form	reference	model:	

To	form	the	reference	model,	we	should	find	a	desired	characteristic	polynomial	in	accordance	with	a	
normalized	 transient	 time	 𝑡/∗	 for	 a	 𝑛-order	 system.	Normalized	 time	 can	 be	 calculated	 from	 transients	 of	

Butterworth	(overcontrol	not	more	than	15%)	𝐷𝑏(𝑠) = ∏ ´𝑠 − 𝜔𝑒(K
%
!6

!&'$
!( LMµ!

'9% 	or	Newton	(overcontrol	0%)	

𝐷𝑛(𝑠) = (𝑠 + 𝜔)!	polynomials:	

	

Fig.	17	–	From	left	to	right	Butterworth	and	Newton	polynomials	transients	accordingly.	

In	 case	 𝑛 = 3:	 𝑡/∗ = 6.2	 seconds,	 𝐷.(𝑠) = 𝑠F + 3𝜔𝑠0 + 3𝜔0𝑠 + 𝜔F	 –	 the	 desired	 characteristic	
polynomial	(third-order	Newton	polynomial).	
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𝜔 = /)∗

/)
= A.0

%.O
= 3.65,	𝐷.(𝑠) = 𝑠F + 10.94𝑠0 + 39.9𝑠 + 48.51.	

Now,	write	out	the	matrix	Γ	of	reference	model	in	a	canonical	controllable	form	with	help	the	desired	
polynomial:	

Γ = ¯
0 1 0
0 0 1

−48.51 −39.9 −10.94
°,	H = [1 0 0].	

G	=	[0	1	0;	0	0	1;	-48.51	-39.9	-10.94];	%	MATLAB	code	
H	=	[1	0	0];	

4. Finding	matrix	transformation	M:	

The	solution	of	the	Sylvester	matrix	equation	with	respect	to	the	matrix	M:	

M = ¯
−0.1497 −0.0084 −0.0020
0.2111 0.0215 0.0028
0.0365 −0.0054 0.0014

°.	

M	=	sylv(-A,G,-B*H);	%	MATLAB	code	

5. Calculation	of	matrix	K:	

K = HM$% = [36.2969 18.2453 15.94].	

K	=	H	*	inv(M);	%	MATLAB	code	

6. Checking	calculations:	

F = 𝐴 − 𝐵K = ¯
7 3 14
6 5 −8

−32.2959 −19.2453 −22.94
°,	

det(F − s𝐼) = 𝑠F + 10.94𝑠0 + 39.9𝑠 + 48.51 = 𝐷.(𝑠)	 –	 characteristic	 polynomial	 coincides	 with	 the	
reference,	hence	controller	coefficients	found	correctly.	

F	=	A	–	B	*	K;	%	MATLAB	code	
poly(F)	

7. Calculation	of	the	direct	linking	coefficient:	

KP = −(C(A − BK)$%B)$% = −0.5161.	

Kg	=	-inv(С	*	inv(A	–	B	*	K)	*	B);	%	MATLAB	code	

8. Form	control	signal	𝑢(𝑡) = KP𝑔(𝑡) − K𝑥(𝑡).	

Discretizing	
The	 last	 point	 of	 this	 lecture	 is	 how	 to	 use	 this	 controller	 in	 a	 real	 life.	 Let’s	 consider	 approach	 to	

discretize	continuous	system	and	try	to	write	simple	program	code.	In	continuous	time,	the	Plant	is	described	
as	follows:	

V𝑥̇
(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡), 	



2017 © Sergei Shavetov 
s.shavetov@corp.ifmo.ru 

The modern theory of control systems: 
Basics of the control theory 

 

14 

	

Fig.	18	–	Scheme	of	closed	system	with	a	modal	controller.	

Digital	electronic	microcontrollers	work	in	a	discrete	time,	so:	

	

Fig.	19	–	Continuous	and	discrete	processes.	

𝑇 = ∆𝑡	–	discrete	interval.	

V𝑥
(𝑘 + 1) = 𝐴𝑑 ∙ 𝑥(𝑘) + 𝐵𝑑 ∙ 𝑢(𝑘),

𝑦(𝑘) = 𝐶𝑑 ∙ 𝑥(𝑘). 	

Discrete	matrix	𝐴	we	can	 find	as	a	matrix	exponent:	𝐴𝑑 = 𝑒?Q ,	 discrete	matrix	𝐵	we	can	 find	using	
formula:	𝐵𝑑 = 𝐴$%(𝑒?Q − 𝐼)𝐵|∃?'$ 	and	𝐶𝑑 = 𝐶.	

T	=	0.1;	%	MATLAB	code	
Ad	=	expm(A	*	T);	
Bd	=	inv(A)	*	(Ad	-	eye(n))	*	B;	
Cd	=	C;	

But,	to	avoid	division	by	zero	in	𝐴−1	we	can	decompose	matrix	exponent	to	series	with	𝑘-members:	
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𝑒?Q ≈ ∑ ?&Q&

'!
"
'9& = 𝐴𝑑,	

𝐵𝑑 ≈ ¸∑ ?&'$Q&

'!
"
'9% ¹ ∙ 𝐵.	

Example:	

𝐴 = � 0 1
−2 −3�,	𝐵 = �01�,	𝐶 = [1 0],	𝑇 = 0.01,	𝑢 = 1,	𝐴𝑑, 𝐵𝑑, 𝐶𝑑−?	

A	=	[0	1;	-2	-3];	%	MATLAB	code	
B	=	[0;	1];	
C	=	[1	0];	
T	=	0.01;	
Ad	=	0;	
Bd	=	0;	
k	=	10;	
for	i	=	0:1:k	

Ad	=	Ad	+	(A^i	*	T^i	/	factorial(i));	
if(i	>	0)	
	 Bd	=	Bd	+	(A^(i	–	1)	*	T^i	/	factorial(i))	*	B;	
end;	

end;	
Cd	=	C;	

𝐴𝑑 = � 0.9999 0.0099
−0.0197 0.9703�,	𝐵𝑑 = � 0

0.0099�,	𝐶𝑑 = [1 0].	

Ok,	 integrator	 is	 a	memory	 element	which	 saves	 previous	 value.	Now,	 let’s	 construct	 transient	 in	 a	
discrete	view:	

x1	=	0;	%	MATLAB	code	
x2	=	0;	%initial	conditions	
u	=	1;	
for	m	=	0:1:100000	

x1dot	=	Ad(1,1)	*	x1	+	Ad(1,2)	*	x2	+	Bd(1)	*	u;	
x2dot	=	Ad(2,1)	*	x2	+	Ad(2,2)	*	x2	+	Bd(2)	*	u;	
y(m)	=	Cd(1)	*	x1	+	Cd(2)	*	x2;	
k(m)	=	m	/	T;	
x1	=	x1dot;	
x2	=	x2dot;		

end;	
plot(k,y);	

	

	

Fig.	20	–	Transient	in	a	discrete	time.
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Stability	types	and	Lyapunov	equations	
Stability	types	

What	 is	 stability?	 Stability	 is	 the	 system	 ability	 to	 return	 to	 initial	 position	 after	 stopping	 action	 to	
system	external	disturbances.	The	first	and	the	weakest	kind	of	stability	is	Lyapunov	stability.	

1.	Lyapunov	stability	guarantees	bounded	of	all	trajectories,	but	not	guarantees	convergence	to	some	
value.	Geometrically	it	can	be	shown	as	the	picture:	

		

Pic.	1	–	Lyapunov	stability	geometrical	interpretation.	

where	𝑥%, 𝑥0	are	state	coordinates,	𝜀, 𝛿	–	some	small	numbers;	as	norm	of	𝑥%	and	𝑥0	can	be	used	quadratic	
norm,	for	example;	𝑥(0)	–	initial	position	of	trajectory.	

Equilibrium	𝑥 = 0	is	Lyapunov	stable	if	for	any	small	number	𝜀 > 0,	exists	small	number	𝛿(𝜀) > 0,	that	
for	all	trajectories	starting	from	the	initial	conditions	‖𝑥(0)‖ ≤ 𝛿(𝜀)	for	any	time	∀𝑡 ≥ 0	following	inequality	
is	satisfied:	‖𝑥(𝑡)‖ ≤ 𝜀.	

Roots	stability	criterion.	

Let’s	consider	the	next	continuous	system:	

𝑥̇ = 𝐹𝑥, 𝑥 ∈ 𝑅!, 𝐹 − 𝑛 × 𝑛.	

Characteristic	polynomial	of	matrix	𝐹	is	det[𝐹 − 𝑠𝐼] = 𝑠! + 𝛼!$%𝑠!$% +⋯+ 𝛼%𝑠 + 𝛼& = 0,	where	s	–	is	
a	differential	operator,	𝐼	–	is	an	identity	matrix,	and	𝑠' , 𝑖 = 1, 𝑛¢¢¢¢¢	–	roots	of	our	polynomial.		

So,	if	all	roots	have	negative	real	parts	𝑅𝑒𝑠' < 0, 𝑖 = 1, 𝑛¢¢¢¢¢,	then	the	system	is	stable.	On	the	complex	plane	
they	are:	

	

Fig.	2	–	Roots	distribution	in	a	continuous	stable	system.	

where	Im	–	imaginary	axis,	Re	–	real	axis.	Imaginary	axis	is	a	stability	border.	

If	one	or	more	than	one	root	is	more	than	zero	system	is	unstable.		
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Let	consider	this	Root	stability	criterion	in	discrete	case.	In	this	case	instead	of	function	derivative	we	
use	 the	value	on	 the	next	discrete	step:	 𝑓̇(𝑡)~𝑓(𝑚 + 1),	where	𝑚	–	number	of	discrete	 interval,	 𝑡 = 𝑚𝑇	–	
continuous	time,	𝑇	–	value	of	discrete	interval.	

Let’s	consider	the	next	discrete	system:	

𝑥(𝑚 + 1) = 𝐹.𝑥(𝑚), 𝑥 ∈ 𝑅!, 𝐹. − 𝑛 × 𝑛.	

Characteristic	polynomial	of	matrix	𝐹. 	is	det[𝐹. − 𝑧𝐼] = 𝑧! + 𝛼!$%𝑧!$% +⋯+ 𝛼%𝑧 + 𝛼& = 0,	where	z	–	
is	a	delay,	𝐼	–	is	an	identity	matrix,	and	𝑧' , 𝑖 = 1, 𝑛¢¢¢¢¢	–	roots	of	our	polynomial.		

So,	if	all	absolute	values	of	roots	less	than	one	|𝑧'| < 1, 𝑖 = 1, 𝑛¢¢¢¢¢,	then	the	system	is	stable.	On	the	complex	
plane	they	are:	

	

Fig.	3	–	Roots	distribution	in	a	discrete	stable	system.	

The	unit	circle	is	a	stability	border.		

If	one	or	more	than	one	absolute	values	of	roots	more	than		|𝑧'| > 1,	the	system	is	unstable.		

Let’s	return	to	Lyapunov	stability.	As	sub	kinds	of	Lyapunov	stability	we	can	distinguish	two	stability	
borders.	

The	first	one	is	the	border	of	neutral	type.	Root	stability	criterion	claims	that	the	dynamic	system	is	on	
the	border	of	neutral	type	if	one	or	two	roots	of	system	characteristic	polynomial	are	equal	to	zero	and	rest	
roots	have	negative	real	parts.	

In	continuous	case:	

𝑠%,0 = 0, 𝑅𝑒𝑠' < 0, 𝑖 = 3, 𝑛¢¢¢¢¢.	

	

Fig.	4	–	Continuous	system	is	on	the	border	of	neutral	type.	

In	discrete	case,	one	or	two	roots	are	equal	to	one	and	rest	roots	are	in	the	unit	circle:	

½𝑧%,0½ = 1, 𝑧' < 1, 𝑖 = 3, 𝑛¢¢¢¢¢.	
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Fig.	5	–	Discrete	system	is	on	the	border	of	neutral	type.	

The	second	one	is	the	border	of	oscillatory	type.	Root	stability	claims	that	the	dynamic	system	is	on	the	
border	of	oscillatory	type	if	the	system	characteristic	polynomial	has	pair	of	purely	imaginary	roots	and	rest	
roots	have	negative	real	parts:	𝑠%,0 = ±𝑗𝜔,𝜔 > 0	𝑅𝑒𝑠' < 0, 𝑖 = 3, 𝑛¢¢¢¢¢.	

	

Fig.	6	–	Continuous	system	is	on	the	border	of	oscillatory	type.	

So,	all	these	sub	kinds	are	Lyapunov	stability.	The	next	kind	of	stability	is	asymptotic	stability.	

2.	Asymptotic	stability.	The	equilibrium	𝑥 = 0	is	asymptotic	stable	if	the	equilibrium	is	Lyapunov	stable	
and	 for	 any	motion	 trajectories	 𝑥(𝑡)	 from	 the	 arbitrary	 initial	 conditions	 the	 condition	 lim

/→8
‖𝑥(𝑡)‖ = 0	 is	

satisfied.	

In	discrete	case	 lim
)→8

‖𝑥(𝑚)‖ = 0.	

	

Fig.	7	–	Asymptotically	stable	continuous	and	discrete	processes.	

Stronger	than	an	asymptotic	stability	is	exponential	stability.	
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3.	Exponential	stability.	The	equilibrium	𝑥 = 0	is	exponential	stable	if	for	any	motion	trajectories	𝑥(𝑡)	
from	the	arbitrary	initial	conditions	exists	positive	number	𝛼 > 0	that	for	any	time	∀𝑡 ≥ 0	inequality:	‖𝑥(𝑡)‖ ≤
𝜌𝑒$T/‖𝑥(0)‖; 	𝜌 ≥ 1	is	satisfied.	

	

	

	

Fig.	8	–	Exponentially	stable	continuous	process.	

Constant	𝛼	is	the	convergence	degree	and	characterizes	convergence	velocity	to	equilibrium.		

In	discrete	case:	‖𝑥(𝑚)‖ ≤ 𝜌𝜆)‖𝑥(0)‖; 	𝜌 ≥ 1, 𝜆 < 1.	

	

Fig.	9	–	Exponentially	stable	discrete	process.	

Number	𝜆	characterizes	convergence	velocity.	The	smaller	𝜆	the	faster	convergence.	

From	exponential	stability	goes	asymptotic	stability.	

The	next	kind	of	stability	and	the	strongest	type	is	the	qualitative	exponential	stability.	We	consider	this	
type	on	the	next	lecture	in	details	after	considering	Lyapunov	equations,	but	now	short	brief	about	it.		

4.	Qualitative	exponential	 stability.	The	equilibrium	𝑥 = 0	 is	qualitative	exponential	 stable	 if	 for	any	
motion	trajectories	𝑥(𝑡)	from	the	arbitrary	initial	conditions	exists	numbers	𝛼 > 0,	r> 0,	𝜌 ≥ 1	that	for	any	
time	∀𝑡 ≥ 0	the	following	inequality:	‖𝑥(𝑡) − 𝑒$T/𝑥(0)‖ ≤ 𝜌Á𝑒$(T6U)/ − 𝑒$T/Â‖𝑥(0)‖	is	satisfied.	

In	discrete	case:	‖𝑥(𝑚) − 𝛼)𝑥(0)‖ ≤ 𝜌((𝛼 + 𝑟)) − 𝛼))‖𝑥(0)‖,	0 ≤ 𝛼 < 1 − 𝑟.	
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Fig.	10	–	Qualitatively	exponentially	stable	continuous	process.	

So,	besides	parameter	𝛼	characterizes	convergence	to	equilibrium	in	exponential	stability,	in	qualitative	
exponential	stability	introduces	parameter	𝑟	characterizes	trajectory	average	deviation.		

Lyapunov	equations	
Now,	let’s	consider	Lyapunov	functions	for	investigation	stability	of	linear	systems.		

Lyapunov	functions	have	the	next	properties:	

1. Lyapunov	 function	 𝑉(𝑥)	 must	 be	 positive	 definite:	 for	 any	 ∀𝑥 ∈ 𝑅!	 Lyapunov	 function	 𝑉(𝑥)	 is	
positive	definite	and	𝑉(𝑥) = 0	in	case	𝑥	is	null-vector.	

2. Lyapunov	functions	must	increases	(decreases)	uniformly	with	uniform	increasing	(decreasing)	of	
𝑥-vector	norm.	

3. The	surfaces	of	constant	level	𝑉(𝑥) = 𝐶,	where	𝐶	–	is	a	constant,	must	cover	the	origin	of	coordinates	
or	equilibrium.	

The	simplest	and	the	most	 frequently	used	class	of	Lyapunov	functions	are	quadratic	 forms:	𝑉(𝑥) =
𝑥Q𝑃𝑥,	𝑃	–	is	a	positive	definite	symmetric	square	matrix	of	𝑛 × 𝑛	dimension.	

	

Fig.	11	–	Lyapunov	functions.	

𝐶0 < 𝐶%,	

𝑃 = 𝐼	–	identity	matrix,	

𝑥Q𝑃𝑥 = [𝑥% 𝑥0] �
𝑥%
𝑥0� = 𝐶,	

𝑥%0 + 𝑥00 = 𝐶 = ‖𝑥‖0 = ¸Æ𝑥%0 + 𝑥00¹
0
.	
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Lyapunov	Theorem.	

The	equilibrium	𝑥 = 0	is	asymptotic	stable	if	exists	Lyapunov	function	𝑉(𝑥)	such	that	for	any	motion	
trajectories	𝑥(𝑡)	starting	from	the	arbitrary	initial	conditions	for	any	time	∀𝑡 ≥ 0	the	derivative	of	the	function	

is	negative:	.VW,(/)X
./

< 0.	

.VW,(/)X
./

= YV(,)
Y,

Y,
Y/
= YV(,)

Y,
𝑥̇.	

Time	derivative	of	Lyapunov	function	is	equal	to	partial	derivative	of	Lyapunov	function	with	respect	to	
𝑥	multiply	to	partial	time	derivative	of	𝑥.	

𝑥	–	state	vector	with	dimension	of	𝑛,	so:	

YV(,)
Y,

= �YV
(,)

Y,$
… YV(,)

Y,(
� = 𝑔𝑟𝑎𝑑Q𝑉(𝑥).	

Geometrically	shown	as	follows:	

	

	

Fig.	12	–	Derivative	of	Lyapunov	function.	

where	𝑉(𝑥) = 𝐶	–	surface	of	constant	level.	

So,	condition	of	Lyapunov	theorem:	.VW,(/)X
./

= 𝑔𝑟𝑎𝑑@𝑥 ∙ 𝑥̇.	

Example:	

Consider	following	system:	𝑥̇ = −𝑥F.	Let’s	choose	Lyapunov	function	from	the	class	of	quadratic	forms:	
𝑉(𝑥) = 𝑥0.	

𝑑𝑉Á𝑥(𝑡)Â
𝑑𝑡

= 2𝑥 ∙ 𝑥̇ = 2𝑥 ∙ (−𝑥F) = −2𝑥G.	

This	function	is	negative	anytime,	so,	the	system	𝑥̇ = −𝑥F	is	asymptotically	stable.	

We	can	extend	this	result	to	the	case	of	exponential	stability.	For	this	we	should	modify	inequality	from	
theorem	as	follows:	𝑉̇Á𝑥(𝑡)Â ≤ −2𝛼𝑉Á𝑥(𝑡)Â, 𝛼 > 0.	

In	case	of	qualitative	exponential	stability,	we	obtain	this	inequality:	

𝑉Á𝑥̇(𝑡) + (𝑟 + 𝛼)𝑥(𝑡)Â ≤ 𝑟0𝑉Á𝑥(𝑡)Â	

Let’s	consider	Rayleigh	ratio	and	geometrical	interpretation	of	Lyapunov	functions:	

𝐶%0‖𝑥‖0 ≤ 𝑥Q𝑃𝑥 ≤ 𝐶00‖𝑥‖0,	
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where	 𝑥̇ = 𝐹𝑥, 𝑥 ∈ 𝑅!, 𝐹 − 𝑛 × 𝑛,	𝑉(𝑥) = 𝑥Q𝑃𝑥,	𝑃	–	 is	a	positive	definite	symmetric	square	matrix	of	𝑛 × 𝑛	
dimension.	

So,	omitting	intermediate	calculations	we	get	the	inequality	‖𝑥(𝑡)‖ ≤ Z!
Z$
𝑒$T/‖𝑥(0)‖, 𝜌 = Z!

Z$
≥ 1.	

	

Fig.	12	–	Geometrical	interpretation	of	Rayleigh	ratio.	

	

From	the	Lyapunov	theorem	we	can	write	Lyapunov	equation	omitting	intermediate	calculations:	

𝐹Q𝑃 + 𝑃𝐹 = −𝑄,	

where	 𝐹	 –	 is	 a	 state	 matrix	 of	 closed	 system,	 𝑃, 𝑄	 –	 positive	 definite	 symmetric	 square	 matrices	 with	
dimensions	are	of	the	same	of	𝐹.	

Positive	definite	matrices	are	all	eigenvalues	of	it	more	than	zero.		

For	investigation	system	to	asymptotic	stable	we	should	choose	matrix	𝑄,	solve	Lyapunov	equation	with	
respect	to	matrix	𝑃	and	check	it	for	positive	definition.	

In	case	of	exponential	stability,	we	should	to	modify	the	Lyapunov	equation	as	follows:	

𝐹Q𝑃 + 𝑃𝐹 + 2𝛼𝐹 = −𝑄.	

In	case	of	qualitative	exponential	stability	we	obtain	matrix	equation	of	Riccati	type:	

(𝐹 + (𝑟 + 𝛼)𝐼)Q𝑃(𝐹 + (𝑟 + 𝛼)𝐼) − 𝑟0𝑃 = −𝑄.	

Example.	Investigation	system	to	asymptotic	stability:	

𝑥̇ = 𝐹𝑥,	

É𝑥%̇𝑥0̇
Ê = � 0 1

−1 −2� �
𝑥%
𝑥0�,	is	this	system	stable?	

Choose:	𝑄 = �1 0
0 1�,	𝑃 = �

𝑝% 𝑝F
𝑝F 𝑝0�,	

𝐹Q𝑃 = �
−𝑝F −𝑝0

𝑝0 − 2𝑝F 𝑝F − 2𝑝0�,	𝑃𝐹 = É−𝑝F 𝑝% − 2𝑝F
−𝑝0 𝑝F − 2𝑝0

Ê,	

Ì

−𝑝F − 𝑝F = −1
−𝑝0 + 𝑝% − 2𝑝F = 0
𝑝0 − 2𝑝F − 𝑝0 = 0

𝑝F − 2𝑝0 + 𝑝F − 2𝑝0 = −1

⇒ 𝑃 = É1,5 0,5
0,5 0,5Ê.	

All	eigenvalues	of	matrix	𝑃 > 0	are	more	than	zero,	so	system	is	asymptotically	stable.	
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Qualitative	exponential	stability	for	discrete	and	continuous	linear	
systems	

Ok,	let’s	talk	about	qualitative	exponential	stability.	This	term	is	narrower	than	just	exponential	stability	
due	to	additional	conditions.	The	conditions	bounded	changing	values	velocity	of	system	state	vector.	Using	
additional	conditions	is	possible	to	localize	system	process	properties	with	some	good	characteristics:	smaller	
oscillation	 and	 smoother	 processes.	 Despite	 these	 characteristics,	 developer	 can	 estimate	 convergence	
velocity	and	stability	margin	of	the	system.	

Let’s	consider	following	linear	discrete	system:	

	 𝑥(𝑚 + 1) = 𝐹Á𝑥(𝑚)Â	.	 (1)	

So,	equilibrium	𝑥 = 0	of	system	(1)	is	exponential	stable,	if	exists	numbers	𝜌 > 0,	𝛼 > 0,	𝑑,(𝛼) > 0	that	
for	all	initial	values	of	‖𝑥(0)‖ ≤ 𝑑,(𝛼)	for	any	number	of	discreetness	interval	𝑚 > 0	the	following	inequality	
is	satisfied:	

	 ‖𝑥(𝑚)‖ ≤ 𝜌 ∙ 𝑒$T) ∙ ‖𝑥(0)‖.		 (2)	

Let’s	introduce	following	notation:	𝜆 = 𝑒$T ,	where	0 < 𝜆 < 1,	so	inequality	(2)	takes	the	form:	

	 	‖𝑥(𝑚)‖ ≤ 𝜌 ∙ 𝜆) ∙ ‖𝑥(0)‖.	 (3)	

From	 these	 inequalities	 we	 can	 conclude,	 that	 all	 trajectories	 of	 exponential	 stable	 system	 are	 in	
«estimated	tube»	bounded	by	surfaces:	

	 ‖𝑥(𝑚)‖0 = (𝜌 ∙ 𝜆) ∙ ‖𝑥(0)‖)0.	 (4)	

those	bounded	by	circles	of	radius	𝜌 ∙ 𝜆) ∙ ‖𝑥(0)‖.	

In	case	of	quadratic	norm	(or	Euclidean	norm),	the	trajectories	of	exponential	stable	system	are	shown	
on	this	picture:	

	

	

Fig.	1	–	Estimated	tube	of	exponential	stable	system.	

Introduce	local	term	of	«qualitative	exponential	stability».	Equilibrium	𝑥 = 0	of	system	(1)	is	qualitative	
exponential	stable,	if	system	is	exponential	stable	with	parameters	𝛼	(𝜆 = 𝑒$T),	𝑑,(𝛼)	and	additionally	exists	
positive	number	0 < 𝜆& < 1 + 𝜆	that	for	any	number	of	discreetness	interval	𝑚 > 0	the	following	inequality	
is	satisfied:	

	 ‖𝑥(𝑚) − 𝑥(0)‖ ≤ 𝜆&𝜌∑ 𝜆'‖𝑥(0)‖ =)$%
'9& 𝜆&𝜌

%$[*

%$[
‖𝑥(0)‖	 (5)	
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Additional	condition	(5)	constrains	deviation	of	state	vector	current	values	from	initial	condition.	The	
highest	practical	importance	of	qualitative	exponential	stability	is	under	conditions:	𝜆& < 1,	because	in	this	
case	inequality	(5)	is	strongest,	so	processes	in	system	have	very	qualitative	parameters.			

So,	if	inequalities	(4)	and	(5)	are	valid,	then	all	trajectories	are	bounded	by	surfaces	(4)	(center	of	these	
circles	is	at	the	origin)	and:	

	 ‖𝑥(𝑚) − 𝑥(0)‖0 = �𝜆&𝜌
%$[*

%$[
𝑑,�

0
	 (6)	

those	bounded	by	circles	of	radiuses	𝜆&𝜌
%$[*

%$[
𝑑,	with	center	of	these	circles	is	at	the	point	𝑥(0).	

«Estimated	tube»	cross-section	of	qualitative	exponential	stability	system	is	shown	on	this	picture:	

	

	

Fig.	2	–	«Estimated	tube»	cross-section.	

Estimated	values	of	the	first	ejection	and	overcontrol	can	be	derived	from	(4)	and	(6):	

	 𝜎&,∗ = (\$%)[+
[6[+$%

.	 (7)	

	 𝜎,∗ =
[$\[+$%
%$[6[+

.	 (8)	

Ok,	let’s	vector	norm	is	determined	by	equation:	

	 ‖𝑥‖ = [∑ |𝑥'|]!
'9% ]

$
,,	 (9)	

where	𝑣	is	an	integer	and	𝑣 = 1, 2, …,	and	𝑥' 	–	i-th	component	of	state	vector	𝑥.	If	𝑣 = 2	the	norm	is	Euclidean,	
if	𝑣 = 1	the	norm	is	absolute.	So,	if	we	have	the	system	with	two	state	vector	components,	then	the	surfaces	of	
a	 constant	 level	 ‖𝑥‖] = 1	(𝑥 ∈ 𝑅0)	 are	 shown	 on	 the	 Fig.	 3.	 Remark,	 for	 deterministic	 processes	 (not	 for	
stochastic)	from	the	convergence	by	some	norm	follows	convergence	by	any	norm.	

Ok,	 let’s	consider	Lyapunov	function	𝑉(𝑥)	from	a	class	of	𝐾]	and	some	conditions	of	 this	 function	 is	
necessary:	function	is	convex	positively	homogeneous	power	of	𝑣	and	following	inequality	is	satisfied:	

	 𝐶%]‖𝑥‖] ≤ 𝑉(𝑥) ≤ 𝐶0]‖𝑥‖] .	 (10)	

Let’s	consider	Lyapunov	functions	from	a	class	of	quadratic	forms:	

	 𝑉(𝑥) = 𝑥Q𝑃𝑥,		 (11)	

where	P	–	symmetric	positive	definite	square	matrix	from	a	class	of	𝐾0,	values	𝐶%0	and	𝐶00	are	minimum	and	
maximum	eigenvalues	of	matrix	P	respectively.		
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Fig.	3	–	Geometric	interpretation	of	different	norms.	

The	sufficient	conditions	of	qualitative	exponential	stability:	for	system	(1)	sufficiently	existing	number	
of	0 < 𝜆 < 1,	for	any	number	of	discreetness	interval	𝑚 > 0	the	following	inequality	is	satisfied:	

	 𝑉Á𝑥(𝑚 + 1)Â ≤ 𝜆]𝑉Á𝑥(𝑚)Â,	 (12)	

where	𝜌 = Z$
Z!
	and	existing	number		1 − 𝜆 < 𝜆& < 1 + 𝜆,	that	for	the	system	(1)	following	inequality	is	satisfied:	

	 𝑉Á𝑥(𝑚 + 1) − 𝑥(𝑚)Â ≤ 𝜆&]𝑉Á𝑥(𝑚)Â.	 (13)	

From	these	sufficient	conditions,	we	can	get	two	consequences.	

Consequence	1.	For	qualitative	exponential	stability	of	system	(1)	are	sufficiently	existing	numbers	0 <
𝑟 < 1	and	0 < 𝛼 < 1 − 2𝑟	 that	 for	any	number	of	discreetness	 interval	𝑚 > 0	 the	 following	 inequality	 for	
system	(1)	is	satisfied:	

	 𝑉 ´𝑥(𝑚 + 1) − [$[+6%
0

𝑥(𝑚)µ ≤ ¸[6[+$%
0

¹
]
𝑉Á𝑥(𝑚)Â.	 (14)	

Consequence	2.	For	qualitative	exponential	stability	of	system	(1)	are	sufficiently	existing	numbers	0 <
𝜆 < 1	and	1 − 𝜆 < 𝜆& < 1 + 𝜆	that	for	any	number	of	discreetness	interval	𝑚 > 0	the	following	inequality	for	
system	(1)	is	satisfied:	

	 𝑉Á𝑥(𝑚 + 1) − (𝑟 + 𝛼)𝑥(𝑚)Â ≤ 𝑟]𝑉Á𝑥(𝑚)Â,	 (15)	

where	𝜆 = 2𝑟 + 𝛼,	𝜆& = 1 − 𝛼.	

At	 first,	 let’s	 consider	 geometric	 interpretation	of	 exponential	 stability.	 In	 case	 of	 quadratic	 form	of	
Lyapunov	function	the	condition	of	exponential	stability	is:	

	 𝑉Á𝑥(𝑚 + 1)Â ≤ 𝜆0𝑉Á𝑥(𝑚)Â.	 (16)	

From	the	condition	follows,	the	next	value	of	state	vector	𝑥(𝑚 + 1)	must	belongs	to	area:	

	 Ω,(𝜆) = {	𝑥: 𝑥Q𝑃𝑥 ≤ 𝜆0𝑥Q(𝑚)𝑃𝑥(𝑚)}	 (17)	

if	the	previous	value	of	state	vector	was	on	a	surface		𝑥Q𝑃𝑥 = 𝑥Q(𝑚)𝑃𝑥(𝑚).	This	case	is	shown	on	the	Fig.	4.	
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Fig.	4	–	Geometric	interpretation	of	exponential	stability.	

Let’s	consider	geometric	interpretation	of	Consequence	1.		

1.		System	(1)	must	be	exponential	stable.	

2.	The	inequality	(13)	must	be	valid.	For	Lyapunov	functions	from	a	class	of	𝐾0	the	inequality	(13)	takes	
form:	

	 Á𝑥(𝑚 + 1) − 𝑥(𝑚)ÂQ𝑃Á𝑥(𝑚 + 1) − 𝑥(𝑚)Â ≤ 𝜆&0𝑥Q(𝑚)𝑃𝑥(𝑚).	 (18)	

From	this	condition	follows,	that	each	next	value	of	state	vector	𝑥(𝑚 + 1)	with	fixed		𝑥(𝑚)	must	belongs	
to	area:	

	 Ω,(𝜆&) = Ó	𝑥: Á𝑥 − 𝑥(𝑚)ÂQ𝑃Á𝑥 − 𝑥(𝑚)Â ≤ 𝜆&0𝑥Q(𝑚)𝑃𝑥(𝑚)Ô	 (19)	

The	border	of	this	area	is	ellipsoid	with	center	at	the	point	𝑥(𝑚).	

	

Fig.	5	–	Geometric	interpretation	of	Consequence	1.	

3.	Inequalities	(12)	and	(13)	requires	for	each	fixed	arbitrary	value	𝑥(𝑚)	the	next	value	of	state	vector	
𝑥(𝑚 + 1)	belongs	to	area:	

	 Ω,(𝜆, 𝜆&) = Ω,(𝜆) ∩ Ω,(𝜆&).	 (20)	
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As	a	conclude,	 local	conditions	of	qualitative	exponential	stability	distinguish	from	all	values	of	state	
vector	Ω,(𝜆)	some	part	Ω,(𝜆, 𝜆&).	This	fact	localized	behavior	of	system	motion	trajectories.		

And	let’s	consider	geometric	interpretation	of	Consequence	2.	For	Lyapunov	functions	from	a	class	of	
𝐾0	the	inequality	(15)	takes	form:	

	 Á𝑥(𝑚 + 1) − (𝑟 + 𝛼)𝑥(𝑚)ÂQ𝑃Á𝑥(𝑚 + 1) − (𝑟 + 𝛼)𝑥(𝑚)Â ≤ 𝑟0𝑥Q(𝑚)𝑃𝑥(𝑚),	 (21)	

From	this	condition	follows,	that	each	next	value	of	state	vector	𝑥(𝑚 + 1)	with		fixed		𝑥(𝑚)	must	belongs	
to	area:	

	 Ω,(𝑟, 𝛼) = Ó	𝑥: Á𝑥 − (𝑟 + 𝛼)𝑥(𝑚)ÂQ𝑃Á𝑥 − (𝑟 + 𝛼)𝑥(𝑚)Â < 𝑟0𝑥Q(𝑚)𝑃𝑥(𝑚)Ô	 (22)	

	

Fig.	6	–	Geometric	interpretation	of	Consequence	2.	

In	 the	 Fig.	 6	 the	 area	 Ω,(𝑟, 𝛼)	 is	 shaded.	 In	 case,	when	 𝜆 = 2𝑟 + 𝛼,	 𝜆& = 1 − 𝛼	 the	 area	 belongs	 to	
intersection	areas	Ω,(𝜆&)	and	Ω,(𝜆).	I	mean	Ω,(𝑟, 𝛼) ⊂ Ω,(𝜆, 𝜆&).	

As	a	 conclude,	 if	 the	 system	 is	 satisfied	 for	 (𝑟, 𝛼)-restrictions,	 then	 the	 strongest	boundaries	are	 for	
motion	trajectories	and	system	has	good	quality	indicators.	

Now,	let’s	consider	system	(1)	in	matrix	form:	

	 𝑥(𝑚 + 1) = 𝐹 ∙ Á𝑥(𝑚)Â,	 (23)	

where	𝐹	–	square	matrix	of	𝑛 × 𝑛	dimension.	

So,	we	should	use	matrix	 inequality	and	modified	Lyapunov	equation	for	 investigation	of	qualitative	
exponential	stability.	In	case	of	Lyapunov	function	from	a	quadratic	form	class,	the	inequality	is:	

	 (𝐹 − (𝑟 + 𝛼)𝐼)Q𝑃(𝐹 − (𝑟 + 𝛼)𝐼) ≤ 𝑟0𝑃,	 (24)	

where	𝜆 = 2𝑟 + 𝛼,	𝜆& = 1 − 𝛼.	

The	inequality	(24)	is	valid	in	case	of	valid	following	modified	Lyapunov	equation:	

	 (𝐹 − (𝑟 + 𝛼)𝐼)Q𝑃(𝐹 − (𝑟 + 𝛼)𝐼) − 𝑟0𝑃 = −𝑄,	 (25)	

where	𝑃 > 0	–	positive	definite	symmetric	square	matrix,	𝑄 ≥ 0	–	positive	semi-definite	symmetric	square	
matrix.		

Let’s	consider	connections	of	matrix	inequalities	and	modified	Lyapunov	equations	with	areas	of	roots	
distribution	in	linear	systems.	
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Fig.	7	–	Areas	of	roots	distribution.	

In	case	of	satisfied	equation	(25)	the	eigenvalues	of	system	are	in	the	shaded	circle	7a.	This	case	relates	
to	Consequence	2.	

In	case	of	−𝑟 = 𝛼	and	𝑟 = 𝜆	the	eigenvalues	of	system	are	in	the	shaded	circle	7b.	This	case	relates	to	
Consequence	1.	The	value	1 − 𝜆	is	stability	margin.	

In	case	𝛼 + 𝑟 = 1	and	𝑟 = 𝜆&	the	eigenvalues	of	system	are	in	the	shaded	circle	7c.		

	

Fig.	8	–	Intersections	of	stability	areas.	

The	 picture	 8a	 relates	 to	 Consequence	 1.	 The	 sufficient	 condition	 of	 qualitative	 exponential	 stable	
system	is	existing	number	1 − 𝜆 < 𝜆& < 1 + 𝜆	such	following	equation	is	satisfied:	

	 (𝐹 − 𝐼)Q𝑃(𝐹 − 𝐼) − 𝜆&0𝑃 = −𝑄.	 (26)	

The	 picture	 8b	 relates	 to	 Consequence	 2.	 The	 sufficient	 condition	 of	 qualitative	 exponential	 stable	
system	is	existing	numbers	0 < 𝑟 < 1	and	0 < 𝛼 < 1 − 2𝑟	such	equation	(25)	is	satisfied.	

Now,	let’s	consider	continuous	case.	Let’s	consider	following	continuous	linear	system:	

	 𝑥̇ = 𝐹(𝑥),	 (27)	

where	𝑥	–	state	vector	of	𝑛-dimension.	

Local	conditions	of	qualitative	exponential	stability	for	continuous	linear	systems:	

1.	There	is	a	number	𝛼 > 0	such	for	any	time	𝑡 > 0	following	inequality	is	satisfied:	

	 𝑉̇Á𝑥(𝑡)Â ≤ −2𝛼𝑉Á𝑥(𝑡)Â,	 (28)	

2.	There	is	a	number	𝜆& ≥ 𝛼	such	for	any	time	𝑡 > 0	following	inequality	is	satisfied:	

	 𝑉Á𝑥̇(𝑡)Â ≤ 𝜆&0𝑉Á𝑥(𝑡)Â,	 (29)	
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where	𝑉Á𝑥(𝑡)Â	–	Lyapunov	function	from	a	class	𝐾0	of	quadratic	forms.	

Let’s	consider	geometric	interpretation	of	Condition	1.	Rewrite	(28)	in	the	partial	differential	equation	
form:	

	 YV(,)
Y,

𝑥̇ ≤ −2𝛼𝑉(𝑥),	 (30)	

and	we	can	image	this	condition	on	a	complex	plane:	

	

Fig.	9	–	Geometric	interpretation	of	exponential	stability.	

The	second	condition	means	that	all	possible	values	of	state	vector	must	belong	to	area	Ω,(𝜆&)	bounded	
by	surface:	

	 𝑥̇Q𝑃𝑥̇ = 𝜆&0𝑉Á𝑥(𝑡)Â.	 (31)	

Simultaneous	 performing	 both	 conditions	 means	 that	 values	 of	 state	 vector	 must	 belong	 to	 area	
Ω,(𝛼, 𝜆&) = Ω,(𝛼) ∩ Ω,(𝜆&).	It’s	shown	on	the	Fig.	10.	

	

Fig.	9	–	Geometric	interpretation	of	qualitative	exponential	stability.	

Local	conditions	of	qualitative	exponential	stability	as	one	condition.	Let’s	Lyapunov	function	from	class	
𝐾0	of	quadratic	forms.	System	(27)	is	qualitative	exponential	stable	if	existing	numbers	𝛼 > 0	and	𝑟 > 0	such	
for	any	time	𝑡 > 0	following	inequality	is	satisfied:	

	 𝑉Á𝑥̇(𝑡) + (𝑟 + 𝛼)𝑥(𝑡)Â ≤ 𝑟0𝑉Á𝑥(𝑡)Â,	 (32)	

where	𝜆 = 𝛼,	𝜆& = 2𝑟 + 𝛼.	
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From	condition	(32)	follows	that	for	any	time	𝑡 > 0	and	for	any	state	vector	𝑥(𝑡),	velocity	vector	𝑥̇(𝑡)	
must	belongs	to	area	Ω,(𝑟, 𝛼)	bounded	by	surface:	

	 Á𝑥̇ + (𝑟 + 𝛼)𝑥(𝑡)ÂQ𝑃Á𝑥̇ + (𝑟 + 𝛼)𝑥(𝑡)Â = 𝑟0𝑉Á𝑥(𝑡)Â,	 (33)	

where	area	Ω,(𝑟, 𝛼)	belongs	to	area	Ω,(𝛼, 𝜆&):	Ω,(𝑟, 𝛼) ⊂ Ω,(𝛼, 𝜆&).	

	

Fig.	10	–	Geometric	interpretation	of	qualitative	exponential	stability	(𝑟, 𝛼).	

Now,	let’s	consider	roots	distribution	in	linear	continuous	systems.	

	

Fig.	11	–	Roots	distribution	in	linear	continuous	systems.	

Fig.	 11a	 –	 exponential	 stability,	 Fig.	 11b	 –	 qualitative	 exponential	 stability,	 pic	 11c	 –	 qualitative	
exponential	stability	(𝑟, 𝛼).	

So,	in	case	considering	system	(27)	in	matrix	form,	the	sufficient	condition	of	qualitative	exponential	
stability	is	existing	numbers	(𝑟, 𝛼)	𝜆 = 𝛼,	𝜆& = 2𝑟 + 𝛼,	that	Lyapunov	equation	is	satisfied:	

	 (𝐹 + (𝑟 + 𝛼)𝐼)Q𝑃(𝐹 + (𝑟 + 𝛼)𝐼) − 𝑟0𝑃 = −𝑄,	 (34)	

or	following	matrix	inequality:	

	 	(𝐹 + (𝑟 + 𝛼)𝐼)Q𝑃(𝐹 + (𝑟 + 𝛼)𝐼) ≤ 𝑟0𝑃.	 (35)
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Port-Hamiltonian	Control	
	

In	this	section	the	port-Hamiltonian	passivity-based	control	theory,	which	will	applied	to	the	control	
of	the	DFIM	and	the	B2B,	is	presented.	We	start	with	a	review	of	the	basic	ideas	of	passivity	and	of	
control	by	interconnection,	move	to	the	Interconnection	and	Damping	Assignment—Passivity-based	
Control	(IDA-PBC),	and	finally	discuss	two	improvements	of	the	basic	IDA-PBC	framework,	namely	
Simultaneous	Interconnection	and	Damping	Assignment	(SIDA),	and	a	variant	of	the	method	which	
improves	the	robustness	of	the	controller	in	front	of	uncertain	parameters.		
	
1	Introduction	
According	to	one	of	the	acceptions	“to	control”	means	“to	exercise	restraint	or	direction	over”.	In	an	

engineering	context,	we	can	translate	this	to	“to	stabilize	a	system	in	a	desired	equilibrium	point	or	trajectory”.	
Although	a	variety	of	techniques	are	available	for	linear	control	theory,	most	nonlinear	control	theory	revolves	
around	Lyapunov’s	method	and	its	variants.	Lyapunov	theory	was	introduced	originally	as	an	analysis	tool	
and	became	an	useful	technique	for	feedback	control	design.	

Lyapunov-based	control	design	is	a	quite	difficult	task	which	involves	the	construction	of	a	suitable	
Lyapunov	function.	This	function	can	be	interpreted,	in	physical	systems,	as	the	energy	(or	storage)	function.	
The	 main	 difference	 between	 many	 nonlinear	 control	 techniques	 is	 the	 way	 in	 which	 the	 appropriate	
Lyapunov	function	is	constructed,	as	is	the	case,	for	instance,	of	backstepping,	forwarding	or	adaptive	control.	
Some	other	techniques	also	use	the	Lyapunov	method	to	design	controllers,	for	instance	Sliding	Mode	Control,	
a	technique	for	robust	control	where	the	trajectories	are	forced	to	reach	a	sliding	surface.	

Passivity-based	Control	(PBC)	uses	the	fact	that	passive	nonlinear	systems	are	described	by	an	storage	
function	(which	is	a	proper	Lyapunov	function).	The	control	design	main	goal	is	then	to	reshape	the	original	
energy	 function	 by	 means	 of	 the	 controller.	 Based	 on	 PBC,	 the	 IDA-PBC	 (Interconnection	 and	 Damping	
Assignment–Passivity-based	 Control)	 technique,	 which	 uses	 the	 passive	 properties	 of	 Port	 Hamiltonian	
Systems,	was	presented.	

	
2	Passivity-based	control	
Traditionally,	control	problems	have	been	approached	adopting	a	signal-processing	viewpoint.	This	is	

very	useful	for	linear	time-invariant	systems,	where	signals	can	be	discriminated	via	filtering.	However,	for	
nonlinear	systems,	frequency	mixing	invalidates	this	approach	due	to	the	following	reasons:	

•	Computations	are	far	from	obvious.	
•	Very	complex	controls	are	needed	to	quench	the	large	set	of	undesirable	signals,	and	the	result	is	

very	inefficient,	with	a	lot	of	energy	being	consumed	and	always	on	the	verge	of	instability	(a	typical	example	
is	provided	by	bipedal	walking	machines).	

Most	of	the	problem	stems	from	the	fact	that	no	information	about	the	structure	of	the	system	is	used.	
A	change	of	control	paradigm	is	needed,	and	this	can	be	summarized	in	the	catch	expression	“control	systems	
as	energy	exchanging	entities”.	

	
2.1	 Energy-based	control	
Definition	1.			The	map	u	→	y	is	passive	if	there	exists	a	state	function	H(x),	bounded	from	below,	and	

a	nonnegative	function	d(t)	≥	0	such	that		
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	 (1)	

	
	
Example	1.	 (A	mechanical	 system).	The	simplest	example	of	passive	system	 is	probably	 the	 forced	

mass-spring-damper	arrangement	of	Figure	1,	where	q	is	the	mass	position,	F(t)	is	an	external	applied	force,	
m	is	the	mass	and	b	and	k	are	the	damping	and	spring	coefficients,	respectively.	One	has	

	

	
Figure	1:	Example	of	a	mechanical	passive	system	

	
(with	𝜈 = 𝑞̇	as	mechanical	velocity)	

	
	
Remark	1.	Notice	that,	a	passive	system	(1),	if	x∗	is	a	global	minimum	of	H(x)	and	d(t)	>	0,	and	setting	

u	=	0,	H(x)	will	decrease	in	time	and	the	system	will	reach	x∗	asymptotically.	The	rate	of	convergence	can	be	
increased	if	the	energy	is	extracted	from	the	system	with	

	

with	 		 	 	 	 	 	 	 	 	 								△	

The	key	idea	of	passivity-based	control	(PBC)	is	as	follows;	use	feedback	
,	 (2)	

where	β(x(t))	is	a	function	depending	on	the	states,	so	that	the	closed-loop	system	is	again	a	passive	system,	
with	new	energy	function	Hd,	with	respect	to	α	→	y,	such	that	Hd	has	the	global	minimum	at	the	desired	point.	
Passivity	for	the	closed-loop	system	is	far	from	obvious:	physically,	the	controller	is	injecting	energy	into	the	
system.	PBC	is	robust	with	respect	to	unmodeled	dissipation,	and	has	built-in	safety:	even	if	H	is	not	known	

0

( ) ( ) ( ( )) - ( (0)) ( ).
t

tu s y s ds H x t H x d t= +ò

0 0

2 2 2

00

2

0

( ) ( ) ( ( ) ( ) ( ))

1 1( ) ( ) ( )
2 2

( ( )) ( (0)) ( ) .

t t

t t

t

F s v s ds mv s kq s bv s ds

mv s kq s b v s ds

H x t H x b v s ds

= + +

æ ö= + +ç ÷
è ø

= - +

ò ò

ò

ò

!

diu K y= -

0.T
di diK K= >

( ) ( ( ))u t x tb=

stored energy 
dissipated energy 

energy supplied to the system 



2017 © Anton Zhilenkov 
aazhilenkov@corp.ifmo.ru 

The modern theory of control systems: 
Port-Hamiltonian Control 

 

33 

exactly,	if	passivity	is	preserved,	the	system	will	stop	somewhere	instead	of	running	away	and	finally	blowing	
up.	

With	(2),	Ha	is	defined	as	(minus)	the	energy	supplied	to	the	system,	

	 	

then	 the	 closed-loop	 system	 has	 energy	 function	 .	 One	 has	 the	 following	 energy	

balance	equation	(EBE),	which	yields	an	interpretation	to	PBC:	

	 	

Remark	2.	For	an	affine	dynamical	system	

	 	

	
the	EBE	is	equivalent	to	the	PDE	

	 (3)	

	
Example	2.	(Electrical	system).	As	an	example,	consider	the	electrical	system	in	Figure	2,		

	
Figure	2:	Example	of	an	electrical	passive	system	

	

	 	

	

where	x	=	[q,	λ]T	is	the	state,	u	=	V	is	the	control	input	and	 	(inductor	current)	is	the	passive	output.	

The	map	V→	i	is	passive	with	energy	function	
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Notice	that	the	natural	minimum	is	[0,	0],	but	forced	equilibrium	points	are	of	the	form		
[ ,	0].	The	PDE	(3)	is	in	this	case	

	 	

Since =	0	is	already	a	minimum	of	H,	its	only	necessary	to	shape	the	energy	in	x1.	Hence,	taking	Ha	

=	Ha	(x1)	and	solving	the	above	PDE	

	 	

i.e.	it	defines	a	closed-loop	control.	Then,	one	has	to	choose	Ha	so	that	Hd	has	the	minimum	at	 The	simplest	

solution	is	

	 	

where	Ca	is	a	design	parameter.	The	closed-loop	energy	Hd	can	then	be	computed	and	it	is	seen	that	it	has	a	
minimum	at	[ ,	0]	if	Ca	>	−	C.	Finally,	the	control	is	computed	as	

	 	

This	control	is	an	energy-balancing	PBC	that	stabilizes	x∗	under	stated	parameter	restrictions.	
Example	3.	(Electrical	system).	Consider	now	the	slightly	different	circuit	of	Figure	3.	

	
Figure	3:	Example	of	an	electrical	passive	system	

	
With	the	same	states,	energy,	input	and	outputs	than	the	preceding	system,	the	equations	of	the	motion	

are	now	
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Only	the	dissipation	structure	has	changed,	but	the	admissible	equilibria	are	of	the	form	

		 	 	

for	any	constant	V	d.	The	power	delivered	by	the	source,	p	=	Vi	= 	,	is	nonzero	at	any	equilibrium	point	

except	for	the	trivial	one.	Hence,	the	source	has	to	provide	an	infinite	amount	of	energy	to	keep	any	nontrivial	
equilibrium	point,	a	task	which	is	clearly	not	feasible.	This	situation	will	reappear	later	into	the	discussion	of	
invariant	 and	 Casimir	 functions.	 Notice	 that	 pure	mechanical	 systems	 are	 free	 of	 this	 problem,	 since	 any	
equilibrium	has	velocities	equal	to	zero	and	hence	no	power	in	necessary	to	keep	the	system	at	the	equilibrium	
point.	

	
2.2	 Control	as	an	interconnection	
To	give	a	physical	interpretation	of	PBC,	one	can	think	the	controller	as	a	system	exchanging	energy	

with	the	plant.	Consider	two	systems,	∑	and	∑c,	exchanging	energy	through	an	interconnection	network	given	
by	∑l,	as	depicted	in	Figure	4.	

	
Figure	4:	Network	interpretation	of	control	

	
The	condition	for	the	interconnection	to	be	power	continuous	is	

		 	 	

Example	 4.	 (Feedback	 interconnection).	 As	 an	 example,	 consider	 the	 typical	 negative	 feedback	
interconnection	displayed	in	Figure	5	

	
Figure	5:	Typical	negative	feedback	interconnection	

	
The	interconnection	is	given	by	
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and	is	clearly	power	continuous.	
Suppose	now	that	some	extra	inputs	u	→	u+v,	uc	→	uc	+vc	are	added	to	the	interconnected	system.	

Then	is	easy	to	show	the	following.	
Remark	3.	Let	Ʃ	and	Ʃc	have	the	state	variables	x	and	ξ.	If	Ʃ	and	Ʃc	are	passive	with	energy	functions	

H(x)	and	Hc(ξ)	and	Ʃl	is	power	preserving,	then	the	map	[v,	vc]	→	[y,	yc]	is	passive	for	the	interconnected	system	
with	energy	function	Hd(x,	ξ)	=	H(x)+Hc(ξ).	Or,	in	short,	△	

Proposition	1.	Power	continuous	interconnection	of	passive	system	yields	passive	system.	
The	resulting	system	of	the	interconnection	of	the	plant	and	the	controller	is	a	passive	system	with	

energy	function	
	 	

but	 this	 is	 not	 very	 useful	 unless	 the	 energy	 function	 depends	 only	 on	 x.	 To	 solve	 this,	 the	 dynamics	 are	
restricted	to	a	submanifold	of	the	(x,	ξ	)	space	parametrized	by	x:	

		 	

and	dynamically	invariant:	
.	 	

Instead	 of	 solving	 this	 in	 general,	 it	 is	 convenient	 to	 formulate	 the	 problem	 for	 a	 port-controlled	
Hamiltonian	systems.	

	
2.3	 Casimir	functions	and	the	dissipation	obstacle	
A	port-controlled	system	in	explicit	form	given	by	(1),	remind,	

		 	

with	JT	=	−J,	RT	=	R	≥	0	and	H	>	0,	satisfy	the	following	relation	
		 	

Integrating,	from	0	to	t,	the	energy	balance	equation,	is	recovered	

	 	

More	precise	results	about	the	possibility	of	obtaining	invariant	manifolds	expressing	the	controller	
variables	in	terms	of	the	variables	of	the	system	can	be	formulated	if	both	systems	and	controller	are	PCHS.	
Let	thus	

		 	

define	the	plant	and	
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define	the	controller.	With	the	power	preserving,	standard	negative	feedback	interconnection	u	=	−yc,	uc	=	y,	
one	gets	

		 	

where	Hd(x,	ξ)	=	H(x)	+	Hc(ξ).	Let	us	look	now	for	invariant	manifolds	of	the	form	
		 	

Condition	 	yields	

		 	

In	order	to	keep	the	freedom	to	choose	Hc,	one	demands	that	the	above	equation	is	satisfied	on	CK	for	
every	Hamiltonian,	i.e.	one	imposes	on	F	the	following	system	of	PDE’s:	

		 	

Functions	CK(x,	ξ)	such	that	F	satisfies	the	above	PDE	on	CK	=	0	are	called	Casimir.	They	are	invariants	
associated	to	the	structure	of	the	system	(J,R,	g,	Jc,Rc,	gc),	independently	of	the	Hamiltonian	function.		

One	can	show	that	the	PDE	for	F	has	solution	iff,	on	CK	=	0,	
1. 		

2. 		

3. 		

4. 		

Conditions	 2	 and	 3	 are	 easy	 to	 understand:	 essentially,	 no	 Casimir	 functions	 exist	 in	 presence	 of	
dissipation.	Given	the	structure	of	the	PDE,	Rc	=	0	is	unavoidable,	but	one	can	have	an	effective	R	=	0	just	by	
demanding	that	the	coordinates	on	which	the	Casimir	depends	do	not	have	dissipation,	and	hence	condition	
2.	

If	the	preceding	conditions	are	fulfilled,	an	easy	computation	shows	that	the	dynamics	on	CK	is	given	
by	

		 	

with	Hd(x)	=	H(x)	+	Hc(F(x)	+	K).	Notice	that,	due	to	condition	2,	

		 	

	
so,	in	energy-balancing	PBC,	dissipation	is	only	admissible	for	those	coordinates	which	do	not	require	energy	
shaping.	
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For	regulation	problems	in	mechanical	systems,	where	the	state	consists	of	positions	and	velocities,	
dissipation	only	appear	associated	to	the	later,	while	energy	shaping	is	necessary	only	in	the	position	part,	
since	the	kinetic	energy	already	has	the	minimum	at	the	desired	point	(that	is,	at	velocity	equal	to	zero).	Hence,	
the	dissipation	obstacle	is	always	absent	for	mechanical	regulation	problems.	For	the	first	of	the	two	simple	
RLC	circuits	considered	previously	(Figures	3.2	and	3.3),	dissipation	appears	in	a	coordinate,	x2,	which	already	
has	the	minimum	at	the	desired	point.	For	the	second	one,	the	minimum	of	the	energy	has	to	be	moved	for	
both	coordinates,	and	hence	the	dissipation	obstacle	is	unavoidable.	

	
3	Interconnection	and	damping	assignment	–	Passivity-based	control	
The	Interconnection	and	damping	assignment–Passivity-based	control	(IDA-PBC)	was	introduced	to	

combine	 the	passivity	properties	of	PCHS	with	 control	by	 interconnection	and	energy-based	 control.	This	
technique	has	been	applied	to	many	different	plants:	mechanical	systems,	magnetic	levitation	systems,	mass-
balance	systems,	electric	machines,	power	converter.	

The	 key	 idea	 is	 that	 using	 the	Hamiltonian	 framework,	 solving	 the	 PDE	 associated	 to	 the	 energy-
balance	equation	(3)	can	be	done	with	an	appropriate	selection	of	 the	 interconnection	J	and	dissipation	R	
matrices	and	the	energy	function	H	of	the	desired	closed-loop	system	(which	will	be	denoted	with	subindex	
d:	Jd,	Rd	and	Hd).	

	
3.1	 IDA-PBC	technique	
One	 can	 get	 a	method	with	more	 freedom	 if	 not	 only	 the	 energy	 function	 is	 changed	 but	 also	 the	

interconnection	J	and	dissipation	R,	i.e.	if	one	aims	at	a	closed-loop	system	of	the	form	
		 (4)	

where	Jd	=	−JdT	is	the	desired	interconnection	matrix,	Rd	=	RdT	≥	0	is	the	desired	dissipation	matrix	and	Hd	
(with	a	minimum	at	x∗)	is	the	desired	Hamiltonian	function.	

Proposition	2.	Consider	the	system	

		 (5)	

Assume	there	are	matrices	Jd	=	−JdT	,	Rd	=	Rd	T	≥	0	and	a	smooth	function	Hd	that	verify	the	so-called	
matching	equation	

		 (6)	

Then	the	closed-loop	system	with	control	u	=	β(x),	
		 (7)	

is	asymptotically	stable.	
Proof.	Substituting	(7)	into	(5)	the	closed-loop	system	becomes	

		 	

which,	following	Proposition	1,	is	asymptotically	stable.	
It	is	thus	clear	that	the	problem	is	how	to	solve	the	matching	equation	(6).	Notice	that	there	is	a	huge	

amount	of	freedom	in	selecting	Jd,	Rd	and	Hd	satisfying	the	previous	assumptions	(Jd	=	−JdT	,	Rd	=	RdT	≥	0	and	
x∗	=	arg	min	Hd).	In	Non-Parameterized	IDA,	the	structure	and	damping	matrices	(Jd(x)	and	Rd(x))	are	fixed,	
the	matching	equation	is	pre-multiplied	by	a	left	annihilator	of	g(x)	and	the	resulting	PDE	in	Hd	is	then	solved.	
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• In	Algebraic	IDA	the	desired	Hamiltonian	function	Hd	is	first	selected	(for	example	a	quadratic	
function	in	the	error	terms)	and	then	the	resulting	algebraic	equations	are	solved	for	Jd	and	Rd.	

• In	Parameterized	IDA,	applicable	mainly	to	underactuated	mechanical	systems	the	knowledge	
of	a	priori	structure	of	the	desired	Hamiltonian	is	used	to	obtain	a	more	easy	to	solve	PDE,	giving	constraints	
on	Jd	and	Rd.	

• In	Interlaced	Algebraic-Parameterized	IDA	the	PDE	is	evaluated	in	some	subspace	(where	the	
solution	 can	be	 easily	 computed)	 and	 then	matrices	 Jd,	 Rd	 are	 found	which	 ensure	 a	 valid	 solution	 of	 the	
matching	equation.	

There	is	not	a	best	method	to	solve	the	matching	equation.	Each	control	problem	requires	an	individual	
study	to	find	out	which	of	the	above	strategies	provides	an	acceptable	solution	of	the	matching	equation.	

The	first	papers	on	IDA-PBC	introduced	new	matrices	Ja,	Ra	and	a	Hamiltonian	function	Ha	such	that	

		 	

referred	to	as	the	structure	matrix,	damping	matrix	and	Hamiltonian	function,	respectively,	contributed	by	
the	controller.	With	this	notation,	and	using	a	PCHS	description	of	the	system	(5),	the	matching	equation	(6)	
becomes	

		 (8)	

where	the	available	degrees	of	freedom	for	the	design	are	the	matrices	are	Ja,	Ra	and	the	function	Ha.	
In	 order	 to	 clarify	 the	 methodology,	 and	 to	 compare	 later	 the	 classic	 IDA-PBC	 controllers	 to	 the	

designed	ones	using	 the	new	approaches	presented	 in	 this	Thesis	 (see	 subsection	3.2	 and	 Section	4),	we	
present	here	two	examples:	a	classical	DC	motor	and	a	nonlinear	toy	model.	

Example	5.	(A	DC	motor).	Consider	a	permanent	magnet	DC	motor	(or	either	a	field	DC	motor	(Fig.	
5.1)	for	which	the	field	dynamics,	λf	,	is	neglected).		

	
Figure	5.1:	Shunt-connected	dc	machine	

	
From	the	PCHS	model	of	the	DC	motor	and	using	K	=	LAf	if	=	ct,	called	the	torque	constant,	the	port-

controlled	Hamiltonian	system	is	described	by	
		 	

with	the	variables	x	∈	R2	
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where	λ	is	the	inductor	flux	(or	λa	in	the	generic	case),	and	pm	is	the	angular	momentum.	The	interconnection,	
dissipation	and	port	matrices	are	

	 	 	 		 	

with	the	control	input	u	=	v	(to	simplify	the	notation	the	voltage	va	in	now	called	v).	Notice	that	the	system	
inputs	have	been	split	according	to	whether	they	can	be	controlled	or	not	when	the	machine	acts	as	a	motor.	
In	this	case,	the	mechanical	torque	can	be	seen	as	an	external	perturbation.	r	and	Br	represent	the	electrical	
and	mechanical	losses	respectively,	and	the	Hamiltonian	function	is	given	by	

	 	

where	L	is	the	inductance	and	Jm	the	inertia	of	the	motor.	
Assume	that	the	control	objective	is	a	desired	speed	ωd.	In	terms	of	ωd,	the	equilibrium	values	of	i	and	

v	are	

	 	

To	apply	the	IDA-PBC	technique	(following	the	algebraic	approach)	a	desired	Hamiltonian	function	Hd	
is	fixed	as	

	 	

which	implies	(recall	the	energy	and	co-energy	variables	relationship,	λ	=	Li	and	pm	=Jmω)	

	 	

In	 order	 to	 solve	 the	 matching	 equation	 of	 the	 IDA-PBC	 method,	 we	 consider	 generalized	
interconnection	and	dissipation	matrices	given	by	

	 (9)	

The	 first	 row	of	 the	matching	equation	will	 yield	 the	desired	control	action,	while	 the	 second	row	
imposes	

	 	

Setting	bd	=	Br,	and	using	the	equilibrium	point	expression,	jd	is	computed	as	
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Figure	6:	Simulation	results:	Mechanical	speed	ω,	for	different	rd	values	

	
where	rd	is	a	still	free	parameter	to	tune	the	controller.	Finally,	substituting	into	the	first	row	of	the	matching	
equation,	

	 (10)	

Notice	that	this	is	just	a	proportional	+	constant	compensation	controller.	
Figures	6-8	show	the	system	behavior	with	the	control	law	(10).	The	motor	parameters	are:	r	=	0.05Ω,	

L	=	2mH,	K	=	0.07N·m·A−1,	Br	=	0.0001N·m·rad−1s−1,	Jm	=	0.0006Kg·m2	and	the	nominal	torque	is	τL	=	2N·m.	
The	desired	mechanical	speed	is	fixed	at	ωd	=	250rad·s−1	for	0s	<	t	≤	0.5s	and	changes	at	ωd	=	300rad·s−1	for	
0.5s	<	t	≤	1s.	

Figure	6	shows	the	mechanical	speed	for	different	damping	rd	values.	Notice	that	for	a	higher	value	of	
rd	the	transient	becomes	more	damped,	which	gives	a	physical	interpretation	of	the	Rd	matrix	(9).	Figure	7	
shows	the	inductor	current	i,	with	a	similar	behaviour	to	that	of	ω.	Finally,	the	space-state	trajectory	for	0s	<	
t	≤	0.5s,	which	converges	to	the	equilibrium	point,	is	depicted	in	Figure	8	
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Figure	7:	Simulation	results:	Inductor	current	i,	for	different	rd	values	

	

	
Figure	8:	Simulation	results:	State	space	[ω,	i]	trajectory,	for	different	rd	values	

	
Example	6.	(A	toy	model).	Consider	the	following	2-dimensional	nonlinear	control	system		

	 (11)	

where	ξ	>	0.	This	can	be	cast	into	PCHS	form	

2
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	 (12)	

with	

	 	 		

		

	

The	control	objective	is	to	regulate,	for	example,	x2	to	a	desired	value	 	(nevertheless	the	control	law	

for	a	regulated	 yields	the	same	control	law).	The	equilibrium	of		(11)	corresponding	to	this	is	given	by	

	 		 	

Using	the	IDA-PBC	technique,	also	within	the	algebraic	approach,	we	match	(12)	to	
		 	

with	

	 		 	

and	

	 	

where	α(x1,	x2)	 is	a	 function	to	be	determined	by	the	matching	procedure	and	γ	>	0,	r	>	0	are	adjustable	
parameters.	

From	the	first	row	of	the	matching	equation	 one	gets	

	 	 	

from	which	

	 	 	

Substituting	this	into	the	second	row	of	the	matching	equation	

	 	 	

yields	the	feedback	control	law	

	 	 (13)	
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Figure	9:	Simulation	results:	x2	behaviour	for	different	r	and	γ	values	

	
This	 control	 law	 yields	 a	 closed-loop	 system	which	 is	 Hamiltonian	with	 (Jd,Rd,Hd),	 and	which	 has	
	as	a	globally	asymptotically	stable	equilibrium	point.	

Figures	 9	 to	 12	 show	 the	 behavior	 of	 the	 system	 controlled	 by	 the	 IDA-PBC	 controller	 (13).	 The	
parameters	are	ξ	=	2	and	 xd2	=	1.	Figures	9	and	10	show	 	and	 	for	different	r	and	γ	values,	while	

in	Figures	11	and	12	the	phase	portrait	is	depicted.	Notice	that	the	γ	parameter	has	more	influence	on	the	
trajectories.	This	 is	due	to	the	 fact	 that	γ	modifies	the	Hamiltonian	 in	the	x2	direction	(see	Figure	13)	and	
tuning	this	parameter	makes	trajectories	of	x2	restricted	(or	semi-bounded).	
	

3.2	 Simultaneous	IDA-PBC	
The	standard	two–stage	procedure	used	in	IDA-PBC,	consisting	of	splitting	the	control	action	into	the	

sum	of	energy-shaping	and	damping	injection	terms,	is	not	without	loss	of	generality,	and	effectively	reduces	
the	set	of	systems	that	can	be	stabilized	with	IDA–PBC.	This	assertion	is,	of	course,	not	surprising	since	it	is	
clear	that,	to	achieve	strict	passivity,	the	procedure	described	above	is	just	one	of	many	other	possible	ways.	
This	point	is	illustrated	with	the	IDA–PBC	design	methodology	proposed	in	(see	the	previous	subsection).	To	
enlarge	 the	 set	of	 systems	 that	 can	be	 stabilized	via	 IDA–PBC	we	 suggest	 to	 carry	out	 simultaneously	 the	
energy	shaping	and	the	damping	injection	stages	and	refer	to	this	variation	of	the	method	as	SIDA–PBC.	

As	we	said	before,	the	key	for	the	success	of	IDA-PBC	is	the	solution	of	the	matching	
	

*
1 2,  ( )dx x

2
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Figure	10:	Simulation	results:	x1	behaviour	for	different	r	and	γ	values	

	

	
Figure	11:	Simulation	results:	State	space	[x1,	x2]	trajectory,	for	different	r	values	
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Figure	12:	Simulation	results:	State	space	[x1,	x2]	trajectory,	for	different	γ	values	

	

	
Figure	13:	Desired	Hamiltonian	function	Hd	for	different	γ	values	

	
equation	
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	 	 (14)	

With	the	motivation	of	enlarging	the	class	of	systems	for	which	this	equation	is	solvable	we	propose	
to	 avoid	 the	 decomposition	 of	 the	 control	 into	 energy–shaping	 and	 damping	 injection	 terms.	 Instead,	we	
suggest	to	carry	out	simultaneously	both	stages	and	replace	(14),	with	the	SIDA–PBC	matching	equations	

	 	 (15)	

and	to	replace	the	constraints	
	 		 (16)	

by	the	strictly	weaker	condition	
	 		 (17)	

and	define	the	control	as	

	 		 (18)	

Since	 the	set	of	skew–symmetric	matrices	 is	strictly	contained	 in	 the	set	of	matrices	with	negative	
semi–definite	symmetric	part,	 it	 is	clear	that	the	set	of	functions	{f(x),	g(x)}	for	which	(14)	(subject	to	the	
constraint	(16))	is	solvable	is	strictly	smaller	than	the	set	for	which	(15),	subject	to	(17),	is	solvable.	

Remark	4.	Similarly	to	IDA–PBC,	application	of	SIDA–PBC	also	yields	a	closed–loop	PCH	system	of	the	
form	(4)	with	

	 		 	

The	SIDA-PBC	can	be	summarized	in	the	following	Proposition.	
Proposition	3.	A	dynamical	system	in	an	affine	the	form	

	 	 	

with	the	control	law	(18)	

	 	

is	asymptotically	stable	to	x∗	iff	
	 	

and	
	 	

	
Example	7.	(A	toy	model)	Now	we	apply	this	technique	to	the	toy	model	described	before.	We	have	to	

solve	the	new	matching	equation	(15),	which	implies	the	control	law	(18).	The	model	(11)	can	be	written	in	
the	form	 	with	

	 	

Splitting	the	Fd	matrix	as	
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the	control	law	(18)	has	the	following	form	

	 	

where	F21	and	F22	are	free	parameters	satisfying	(17)	and	x∗	=	arg	min	Hd(x).	Notice	that	we	have	more	degrees	
of	freedom	than	in	the	conventional	IDA-PBC	technique.	

In	this	case	the	more	evident	choice	is	to	take	a	quadratic	energy	function,	for	example	

	 	

which	implies	
and	 	 	

Setting	F21	=	−x2	and	 	the	control	law	yields	

	 (19)	

The	F11	and	F12	are	still	free	and	must	satisfy	the	matching	equation	for	the	x1	dynamics,	
	 	

In	order	to	simplify	the	calculations,	we	set	F11	=	−1,	which	implies	
	 	

Finally,	to	prove	stability	we	only	have	to	be	sure	that	the	F	+	FT	matrix	is	negative-semidefinite,	i.e.	

	 	

and,	applying	Schur’s	inequality,	

	 	

Figure	14	shows	the	simulation	results	of	the	control	law	(19).	The	parameter	values	are	ξ	=	2,	 	

and	k	=	1.	Notice	that	the	system	goes	to	the	desired	fixed	point	x∗.	
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Figure	14:	Simulation	results:	x1	and	x2	for	a	SIDA-PBC	controller	

	
4	Improving	the	robustness	of	the	IDA-PBC	technique	
One	 of	 the	 problems	 of	 the	 IDA-PBC	 technique	 for	 practical	 applications	 is	 the	 robustness	 of	 the	

designed	controllers.	
In	this	case,	the	robustness	problem	was	partially	solved	adding	an	integral	term	to	the	error	of	the	

passive	output.	This	dynamical	extension	partially	solves	the	problem	for	relative	degree	one	outputs	but	the	
main	problem	remains	open	for	higher	relative	degree	outputs.	In	this	case	the	dynamical	extension	is	not	
clear	because,	in	general,	it	breaks	the	skew-symmetric	property	of	the	Jd	matrix.	

	
4.1	 Adding	an	integral	term	
In	 this	subsection	we	explain	why	 the	 integral	 term	can	be	used	 in	a	PCHS	 framework	 for	relative	

degree	one	outputs,	or	in	other	words,	passive	outputs.	To	expose	the	basic	idea,	consider	a	fully	actuated	
control	system	of	the	form	

	 (20)	

where	x1	∈	Rn,	x2	∈	Rm	and	u	∈	Rm,	and	g	is	full	rank.	Assume	the	IDA-PBC	technique	can	be	applied	to	(20)	so	
that	in	closed-loop	the	system	becomes	

	 	

with	control	law	
	 	

Under	the	stated	assumptions,	the	x2	are	relative	degree	one	outputs.	We	can	easily	add	a	dynamical	
extension	to	them	by	means	of	

	 (21)	
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where	a	∈	Rm×m.	The	whole	closed	loop	system	can	be	rewritten	in	Hamiltonian	form	as	

	 	

with	a	new	Hamiltonian	function	

	 	

The	new	controller	is	

	 	

Notice	that	(21)	forces	 	to	remain	a	fixed	point	of	the	extended	system.	

The	same	procedure,	when	applied	 to	 the	higher	 relative	degree	output	x1,	 requires	a	 closed	 loop	
system	of	the	form	

	 	

where	now	a	∈	Rn×n	and	b	∈	Rm×n.	The	a	term	is	used	to	force	the	equilibrium	point	 		of	the	output,	while	b	

is	necessary	to	put	the	integral	action	into	the	control	law.	In	this	case	stability	cannot	be	proved	using	the	
PCHS	properties,	since	the	a,	b	terms	break	the	semi-definite	positiveness	of	the	dissipation	matrix:	

	 	

Indeed,	consider	a	matrix	of	the	form	

	 	

A	simple	application	of	Schur’s	complement	shows	that	if	D	=	0,	then	B	≠	0	implies	M	<	0.	In	our	case,	
this	would	mean	a	=	0	and	b	=	0,	which	makes	no	sense.	
	

4.2	 Influence	of	unknown	parameters	on	the	PCHS	structure	
In	 this	 subsection	we	point	 out	 the	 kind	of	 problems	 that	 can	 appear	 in	 the	 closed-loop	 structure	

obtained	by	IDA-PBC	methods	for	relative	degree	one	outputs,	when	nominal	values	are	used	in	a	system	with	
uncertain	parameters.	

Although	the	IDA-PBC	method	has	some	built-in	robustness	coming	from	its	PCHS	structure,	the	use	
of	a	nominal	u	for	systems	with	uncertain	parameters	can	give	a	closed	loop	system	which	is	not	exactly	PCHS.	
One	may	thing	that	for	nominal	parameters	in	a	small	neighborhood	of	the	actual	ones,	the	“J−R”	structure	
will	not	be	destroyed;	however,	we	will	see	that	 the	resulting	closed-loop	system	has	 interconnection	and	
dissipation	matrices	 depending	 on	 the	 state	 of	 the	 system,	 even	 if	 the	 closed-loop	 system	 for	 the	 actual	
parameter	values	does	not;	this	has	as	a	consequence	that	the	effect	of	small	parameter	changes	is	not	uniform	
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in	state	space	and,	in	particular,	is	unbounded	in	a	neighborhood	of	the	desired	regulation	point.	In	addition	
to	this,	the	closed-loop	system	obtained	with	a	nominal	control	does	not	have,	in	general,	x∗	as	a	fixed	point.	
As	is	well	known	from	elemental	control	theory,	this	last	problem	can	be	corrected	by	adding	control	terms	
proportional	to	the	integral	of	the	error.	Integral	control	has	been	discussed	in	the	PCHS	setting	in	the	previous	
subsection	4.1,	where	it	is	shown	that	adding	as	state	variable	the	integral	of	the	natural	passive	output	of	the	
closed-loop	system	yields	a	system	which	is	again	PCHS.	

Consider	the	dynamical	system	(20)	of	subsection	4.1,	

	 (22)	

where	x1	∈	Rn,	x2	∈	Rm,	u	∈	Rm	and	det	g	≠0,	so	that	the	x2	are	relative	degree	one	outputs	which	we	want	to	
regulate	to	desired	values	 	.	Given	 ,	the	fixed	point	values	of	x1	and	u	are	obtained	by	equaling	to	zero	the	

right-hand	sides	of	(22).	
Applying	the	IDA-PBC	technique,	we	match	the	system	to	the	desired	partitioned	PCHS	

	 	

where	 each	 Jd··	 and	 Rd··	 represents	 the	 interconnection	 and	 dissipative	 terms	 of	 the	 Jd	 and	 Rd	matrices,	
respectively.	This	implies	that	Jd11	and	Jd22	must	be	skew-symmetric	and	similarly	Rd11	=	RTd11	≥	0	and	Rd22	=	
RTd22	≥	0.	Hence,	the	desired	interconnection	and	damping	matrices	are	

	 	

Equaling	the	first	x1	rows	of	both	systems	yields	the	IDA-PBC	matching	equation	
	 (23)	

Assume	that	this	equation	can	be	solved,	giving	Jd,	Rd	and	Hd	satisfying	the	proper	structural	and	control	
objective	conditions.	Substituting	then	into	the	equation	coming	from	the	last	x2	rows,	one	gets	the	feedback	
control	

	 	

Assume	now	that	the	system	(22)	depends	on	some	uncertain	constant	parameters	ξ,	for	which	we	

assume	nominal	values	 .	The	unknown	parameters	creep	into	the	formalism	through	fi	(and	fu),	making	the	
solution	to	the	matching	equation	(23)	depend	on	them,	and	also	through	the	desired	values	x∗1,	which	appear	
in	Hd	and	which	may	depend	on	ξ	due	to	the	fact	that	they	must	obey	f1(x∗1	,	x∗2)	=	0.	Hence,	the	nominal	control	
is	given	by	

	 	

The	closed-loop	system	computed	with	the	nominal	control	is	
	 (24)	
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In	 the	equation	 for	x1,	 (24),	we	can	change	Hd	by	 	and	put	 the	balance	 terms	 into	δ1;	denoting

	,	we	get	a	system	of	the	form	

	 	

The	 components	 of	 δ1	 can	 be	 made	 proportional	 to	 components	 of	 	 by	 dividing	 by	 the	

corresponding	factors;	likewise,	the	components	of	δ2	can	be	made	proportional	to	components	of	 	(one	

has	 a	 large	 amount	 of	 freedom	 in	 selecting	 the	 components	 of	 	 to	 which	 the	 extra	 terms	 are	made	

proportional).	After	doing	this,	one	gets	

	 (25)	

Notice	that	there	are	no	singularities	in	the	differential	equations	(25),	since	the	singular	terms	in	 	

are	canceled	by	 	

Since	any	matrix	can	be	decomposed	into	symmetric	and	skew-symmetric	parts,	we	write	

	 		 	

Due	to	the	 	and	 	terms,	the	corresponding	elements	of	 		and	 	will	contain	terms	which	are	

singular	at	 	or	 .	This	 is	no	 formal	problem	for	 ,	but	 the	presence	of	off-diagonal	singular	

terms	in will	destroy	its	positive	semidefiniteness	at	least	in	a	neighborhood	of	 	.	Notice,	however,	

that	due	to	the	presence	of	δ1,	δ2	the	closed-loop	system	has	fixed	points	which	differ	from	 ;	if	 	is	

positive	semidefinite	in	a	neighborhood	of	the	closed	loop	fixed	points,	LaSalle’s	theorem	can	still	be	invoked	
to	proof	local	asymptotic	stability,	albeit	not	for	the	desired	regulation	point.	

In	order	to	ensure	the	regularization	objective	in	presence	of	the	unknown	parameter,	an	integral	term	
is	introduced	in	basic	control	theory.	For	relative	degree	one	outputs,	this	can	be	given	a	Hamiltonian	form	as	
well	(see	previous	subsection).	Keeping	the	unknown	parameters	assumption,	we	can	rewrite	the	closed-loop	
system	as	follows.	First	of	all,	we	write	 		in	the	original	system.	This	yields	

		 	

Because	of	 	we	can	enlarge	the	state	space	with	z	∈	Ru	so	that	

		 	

with	a	=	aT	∈	Rm×m	also	diagonal	and	positive	definite.	The	closed-loop	enlarged	system	can	be	written	as	
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As	discussed	in	subsection	4.1,	due	to	the	equation	for	z˙,	the	only	fixed	points	of	the	new	closed-loop	
system	 are	 those	 with	 	 The	 equation	 for	 	 determines	 then	 x∗1	 in	 terms	 of	 	 and	 the	 actual	

parameter	 values;	 finally,	 the	 equation	 for	 	 sets	 the	 equilibrium	value	 of	 z,	 z∗,	 in	 terms	 of	 the	 nominal	

parameter	values.	However,	

	 	

has	the	same	singularity	problems	that	 in	a	neighborhood	of	 	,	and	a	proof	of	stability	based	on	LaSalle’s	
theorem	cannot	be	given.	Nevertheless,	we	will	present	an	example	 in	 the	next	Section	where	 the	desired	
regulation	point	seems	to	be	asymptotically	stable.	
	

Example	8.	 (A	 toy	model	again).	To	 illustrate	 the	quite	general	previous	remarks,	consider	 the	 toy	
model	studied	in	subsection	3.1,	equation	(11),	

	 	

where	ξ	>	0	is	an	uncertain	parameter.	The	control	objective	is	to	regulate	x2	to	a	desired	value	xd2.	The	IDA-
PBC	control	law	obtained	was	(13),	

	 	

This	 control	 law	 yields	 a	 closed-loop	 system	which	 is	 Hamiltonian	with	 (Jd,Rd,Hd),	 and	which	 has	

	as	a	globally	asymptotically	stable	equilibrium	point.	However,	if	we	use	an	estimated	value	 	of	the	

uncertain	parameter	ξ,	the	feedback	control	is	

	 	

where	

	 	

For	later	convenience,	we	also	define	

	 	

Using	this	 ,	the	closed-loop	system	equation	for	 		is	
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where	

	 	

The	equation	for	 		is	not	changed	by	the	feedback,	but	can	be	rewritten	as	

	 	

These	two	equations	can	be	cast	into	Hamiltonian	form	as	

	 	

where	 	is	the	skew-symmetric	part,	giving	the	closed-loop	interconnection	matrix,	and	

	 	

One	has	

	

		
	

Hence,	in	order	to	ensure	that	 	,	it	is	necessary	that	

	 (26)	

which	is	globally	true	if	 	=	ξ	but	fails	in	a	neighborhood	of 	,	as	well	as	for	|x2|	large	enough,	if	ξ	≠	 .	
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Notice	that,	 for	 	≠	ξ,	 the	closed-loop	system	does	not	have	x2	=	x2,	 	 	as	a	fixed	point,	even	

though	these	are	critical	points	of	 ,	due	to	the	 	term	in	 .	In	

	
Figure	15:	Simulation	results:	IDA-PBC	controller	for	a	toy	model	

	

general,	due	to	the	state	dependence	of	 ,	other	solutions	may	appear	anyway.	In	fact,	computing	the	fixed	

points	yields	the	relation	(depending	only	on	the	actual	value	of	ξ)	
	 	

while	the	value	of	x2	comes	from	the	solutions	to	

	 	

If	 	=	ξ,	one	gets	

	 	

which	only	has	a	real	solution,	namely	x2	=	xd2.	For	 		one	has,	in	general,	three	solutions,	at	least	one	of	

them	real,	all	different	from	xd2.	
Figure	15	shows	a	simulation	of	the	controller.	The	asymptotic	value	of	x2	is	∼	2.666	instead	of 	

,	while	x1	 goes	 to	 ξ	×	(2.666)2,	 as	expected.	As	discussed	 in	 this	Chapter,	 local	asymptotic	stability	can	be	
proved	using	LaSalle’s	theorem,	but	extensive	simulations	with	very	broad	initial	conditions	seem	to	indicate	
that	the	stability	is	in	fact	global.	

Following	 the	 general	 theory,	 an	 integral	 term	 is	 introduced	next,	 so	 that	 the	 equation	 for	 x2	 gets	
modified	by	an	az	term	while	the	dynamics	of	z	is	
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All	the	fixed	points	of	the	closed-loop	system	have	x2	=	xd2;	from	the	equation	for	 	,	one	gets	again

	.	Finally,	the	equation	for	 	determines	now	the	fixed	point	value	of	z,	z∗,	which	depends	

on	the	nominal	value ,	instead	of	determining	the	fixed	point	for	x2.	
Figure	16	shows	a	simulation	of	the	new	controller,	for	the	same	parameter	values	than	the	simulation	

for	 the	 old	 controller	 and	 a	=	50.	 The	 variable	 z,	 the	 integral	 of	 the	 error	 in	 x2,	 starts	 from	zero	 an	 goes	
asymptotically	to	z∗.	A	longer	transitory	appears,	as	is	characteristic	of	integral	controllers.	Simulations	with	
initial	values	in	a	wide	range	of	points,	seem	to	point	to	the	global	stability	of	the	closed	loop	system.	

However,	if	r	is	decreased	oscillations	do	appear.	For	instance,	for	r	=	20	and	the	same	values	of	all	the	
other	parameters,	one	gets	the	response	displayed	in	Figure	17.	The	disappearance	of	the	oscillations	when	r	
is	increased	corresponds	to	a	(reversed)	Hopf	bifurcation.	In	fact,	linearizing	the	closed	loop	system	around	

		yields	asystem	which	is	asymptotically	stable	as	long	as	

	 	

which	is	true	for	r	sufficiently	large.	Numerical	simulations	seem	to	imply	that	the	fixed	point	of	the	nonlinear	

system	is	globally	asymptotically	stable.	Computing	the	time	derivative	of	 ,	

	 (27)	

it	can	be	seen	that	the	region	where	(27)	is	nonpositive	is	much	larger	than	what	is	implied	by	(26),	due	to	
the	state-space	dependence	of	the	closed-loop	dissipation	matrix;	in	fact,	for	r	large	enough,	the	nonpositive	
region	 is	 pushed	 away	 from	 the	 desired	 regulation	 point,	 except	 for	 a	 bounded	 shrinking	 region	 whose	
boundary	 contains	 the	 later	 and	which	 contains	most	of	 the	periodic	orbit.	Although	 the	details	 are	quite	
particular	 to	 this	 example,	 we	 hope	 to	 obtain	 some	 insight	 into	 any	 existing	mechanism	which	 could	 be	
generalized.	
	

4.3	 Robust	control	via	structure	modification	
As	discussed	in	the	previous	Section,	it	is	not	clear	how	to	generalize	the	integral	extension	for	higher	

relative	degree	outputs	in	the	PCHS	framework.	We	present	here	a	different	approach,	which	can	be	applied	
to	 a	 larger	 class	 of	 systems.	 Examples	 include	 the	DC	motor,	 the	 electrical	 part	 of	 a	 doubly-fed	 induction	
machine	or	the	buck	power	converter.	

Consider	a	dynamical	system	of	the	form	

	 (28)	

where	xo	∈	Ro	are	higher	order	relative	degree	outputs,	xu	∈	Ru,	u	∈	Rp	are	the	controls	and	ξ	is	an	uncertain	
parameter.	To	simplify	the	presentation	we	consider	p	=	u	=	o	and	that	g	is	full	rank.	

As	a	control	target	we	fix	a	desired 	,	which	implies	that	the	fixed	point	value	of	xu	is	given	by	the	

following	equation	
	 (29)	
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Figure	16:	Simulation	results:	IDA-PBC+integral	controller	(with	r	=	50)	for	a	toy	

model	
	

	
Figure	17:	Simulation	results:	IDA-PBC+integral	controller	(with	r	=	20)	for	a	toy	

model	
	

and	depends	thus	on	the	uncertain	parameter	ξ.	
Applying	 the	 IDA-PBC	 technique,	we	match	 the	 system	 to	 the	 desired	 port	Hamiltonian	 structure,	

where	(Jd	−	Rd)	is	partitioned	as	
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Each	 Jd··	 and	 Rd··	 represents	 the	 interconnection	 and	 dissipative	 terms	 of	 the	 Jd	 and	 Rd	 matrices,	

respectively.	This	implies	that	Jdoo	and	Jduu	must	be	skew-symmetric	and	similarly	Rdoo	=	RTdoo	≥	0	and	Rduu	=	
RTduu	≥	0.	Hence,	the	desired	interconnection	and	damping	matrices	are	

	 	

Notice	 that	 we	 need	 a	 Hd	 such	 that	 	 to	 obtain	 an	 equilibrium	 point	 in 	 .	

Equaling	the	u	rows	of	the	IDA-PBC	the	control	lawyields	

	 	

Since	Hd	is	a	free	function,	it	is	chosen	so	that	∂oHd	does	not	depend	on	ξ	(Notice	that	 depends	on	it,	

equation	(29)).	In	the	same	way,	ξ	can	appear	in	∂uHd	through	 ,	which	can	be	removed	from	the	control	law	

setting	
	 	

and	the	robustified	IDA-PBC	control	law	is	

	 	

As	we	set	Rduu	=	0,	again	Schur’s	complement	shows	that	in	order	to	keep	the	semipositiveness	of	Rd,	
we	are	forced	to	Rduo	=	0,	and	consequently	

	 (30)	

From	the	o	rows	of	the	IDA-PBC,	the	following	equation	must	be	satisfied,	were	we	fixed	Rduo	=	0,	
	 (31)	

	
Selecting	Jduo	full	rank,	

	 (32)	

Rewriting	fo	as	
	 	

and	choosing	(Jdoo	−	Rdoo)	so	that	
	 	

the	PDE	(32)	simplifies	to	
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Notice	that	Jduo	must	be	a	function	of	xu	only,	Jduo	=	Jduo(xu).	Fixing	a	part	of	the	Hamiltonian	and	then	
finding	the	rest	of	Hd	solving	the	PDE	was	also	proposed.	Stability	can	be	discussed,	using	LaSalle’s	theorem.	
Dissipativity	is	assured	if	

	 	

This	is	equivalent	to	

	 	

Notice	that	this	condition	depends	only	on	fo,	irrespectively	of	u.	Convergence	to	the	equilibrium	point,	
defined	by	 	,	follows	from	the	condition	

	 	

or,	in	other	words,	

	 	

We	can	summarize	this	Section	in	the	following	Proposition.	
Proposition	4.	Consider	a	dynamical	system	given	by	(28),	so	that	fo	can	be	expressed	as,	

	 (33)	

where	∂oHd	is	a	design	function	of	xo	such	that	
	 	

and	

	 (34)	

Then	the	control	law	

	 (35)	

where	Jduo(xu)	is	another	design	function	of	xu,	is	robustly	stable	in	front	of	variations	of	ξ	as	long	as	
	 (36)	

	 (37)	

and	

	 (38)	

Notice	that	condition	(36)	implies	that	the	dynamics	of	the	output	variables	xo	is	dissipative,	and	this	
is	the	only	dissipation	of	the	closed-loop	system	(due	to	Rduu	=	Rduo	=0).	

Proposition	5.	(The	toy	model).	Consider	once	more	the	toy	model	studied	in	subsection	3.1,	equation	
(11),	where	ξ	>	0	is	an	uncertain	parameter.	In	this	case,	differing	from	the	previous	subsection,	the	desired	
output	is	fixed	by 	.	Notice	that	x1	is	now	a	relative	degree	two	output,	and	theintegral	term	discussion	is	

not	clear.	
Applying	the	classical	IDA-PBC	method	to	the	system,	the	following	feedback	control	law	is	obtained	
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where	r	>	0,	γ	>	0	are	control	parameters.	Notice	that	the	control	law	u	depends	on	xd1	and	x∗2,	where	x∗2	is	
function	of	ξ,	

	 	

In	this	case	the	control	law	is	not	robust	with	respect	to	an	uncertain	 	.		

Let	us	calculate	a	new	controller	following	the	previous	discussion.	In	this	case	the	xo	output	variable	
is	x1	and	the	xu	variable	is	x2.	First	we	fix	∂oHd	as	

	 	

which	ensures	conditions	(34)	and	(35).	Then	from	(33),	A(x)	and	B(xu)	must	be	
	 	

Notice	that	condition	(36)	is	achieved.	
The	easiest	 choice	of	 Jduo	 is	a	 free	constant,	 for	 instance	k	>	0,	but	 for	 this	nonlinear	example	 it	 is	

necessary	to	add	a	more	complicated	a(x2)	function.		
The	a(x)	function	is	 included	to	avoid	stability	restrictions	on	the	space-state.	The	same	procedure	

with	a	=	1	implies			

	
which	is	negative	for	x*2	<	0.	Consequently,	the	globally	asymptotically	stability	is	not	achieved.	

Then	the	final	choice	is	
	 	

with	k	>	0	and	

	 (39)	

where	b	∈	[−1,	1]	is	a	parameter	that	would	be	used	to	choose	the	equilibrium	point	of	x2	(see	discussion	on	
the	closed-loop	dynamics	at	the	end	of	the	example).	This	selection	ensures	conditions	(37)	

	 	

and	(38),	

	 	

Finally,	the	controller	is	obtained	from	(3.30)	yields	
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	 (40)	

	
The	 example	 seen	 as	 a	 classic	 IDA-PBC	 design.	 This	 design	 can	 be	 also	 obtained	 following	 the	

traditional	IDA-PBC	method	in	order	to	show	the	Hamiltonian	structure	of	the	closed–loop	system.	Consider	
the	matching	equation	of	the	system	(11)	with	the	PCHS	dynamics	(4)	where	

	 	

where	k	>	0,	a(x2)	is	described	in	(39)	and	a	Hamiltonian	function	such	that	

	 (41)	

From	the	second	row	of	the	matching	equation	we	obtain	the	same	robust	control	law	as	(40)	
	 	

which	does	not	depend	on	ξ.	From	the	first	row	we	must	compute	 	and	verify	the	stability	properties	of	

the	closed	loop	system.	The	matching	equation	yields	

	 	

and,	using	rc	=	1	and	 ,	

	 (42)	

To	show	stability,	with	the	desired	structure	(4)	and	Jd	=	−JTd	,	Rd	=	RTd	>	0	we	only	need	positiveness	
of	the	Hessian	of	Hd	evaluated	at	x∗,	

	 	

which	is	true	for	all	x∗2,	as	long	as	k	>	0	and	ξ	>	0.	Notice	that	

	 	

where	Θ(x2)	is	the	Heaviside	function.	
The	Hamiltonian	function	can	be	found	integrating	∂xHd	(equation	(41)	with	(42))	

	 	

which	has	 two	 local	minima,	both	with	 first	 coordinate 	 .Hd	 is	 depicted	 in	Figure	3.18	 (using	 the	 same	

simulation	parameters	than	for	Figures	19	and	20).	Notice	that	two	equilibrium	points	appear,	given	by	
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and	these	points	yield	the	same	value	for	xd1.	In	the	classical	controller,	this	ambiguity	did	not	appear,	basically	
because	we	were	fixing	the	desired	value	of 	,	while	in	the	robust	controller	both	values	of	x2	are	possible.	

	
Figure	18:	Desired	Hamiltonian	function,	Hd	

	
Simulations.	Figures	19	and	20	show	simulation	results	testing	both	controllers,	the	robust	method	

presented	above	and	the	classic	 IDA-PBC.	The	parameters	are	ξ	=	2,	 	=	1,	with	 initial	conditions	x(0)	=	

(0,−1.5),	and	the	desired	output	is 	.	The	control	parameter	for	the	robust	control	law	is	k	=	10,	while	

for	the	classical	IDA-PBC	r	=	1	and	γ	=	1	are	selected.	
The	robust	controller	achieves	the	desired	value	of	x1	even	with	a	wrong	parameter	estimation,	while	

the	classical	 IDA-PBC	controller	 is	sensible	to	the	ξ	variations.	Notice	that	the	variations	on	change	the	x∗2	
equilibrium	point.	

Study	 of	 the	 closed-loop	 dynamics.	 Now	 we	 focus	 on	 to	 study	 of	 the	 dynamical	 behavior	 of	 the	
controller	 designed	 above.	 Fig.21	 shows	 the	 phase	 portrait	 of	 the	 closed–loop	 system	 (the	 values	 of	 the	
parameters	are	as	above).	

Two	stable	fixed	points,x∗	=	(2,±1),	are	present.	To	select 	,	let	us	to	write	the	system	(11)	with	the	

feedback	control	law	(40),	

	 	

The	dynamics	after	reaching	x2	=	0	there	is	described	by	
	 	

so	x1	tends	to	x1	=	0,	and	simultaneously	the	x2	dynamics	is	
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Figure	19:	Comparison	between	the	robust	method	and	the	classic	IDA-PBC,	behavior	of	x1	

	

	
Figure	20:	Comparison	between	the	robust	method	and	the	classic	IDA-PBC,	behavior	of	x2	
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Figure	21:	State	space;	trajectory	and	vector	field	

	
where	k	>	0	and	a(x2)	=	b	with	b	∈	[−1,	1].	Notice	that	for 	,	and	sufficiently	far	of	the	equilibrium	

point,	x2	=	0	is	an	attractor	set.	Besides,	for	 		and	x2	=	0	the	dynamics	of	x2	for	b	=	1	is	increasing,	while	

if	b	=	−1	the	dynamics	of	x2	decreases.	In	other	words,	for	b	=	1	

	 	

and	for	b	=	−1	

	 	

Figure	22	shows	a	phase	portrait	of	two	different	simulations,	for	b	=	1	with	a	continuous	line	and	b	

=	−1	with	a	dotted	line.	The	behavior	is	as	expected	from	the	discussion	above,	for	b	=	1,	x2	tends	to	 				

while	for	b	=	−1	x2	tends	to	 .	In	Figure	23	the	same	simulations	are	depicted	in	function	of	time.	

For	numerical	simulations,	we	modify	a(x)	(39)	as	

	 	

where	ϵ	>	0	is	a	constant,	so	that	numerical	errors	do	not	bring	the	trajectory	to	the	wrong	fixed	point.	
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Figure	22:	Phase	portrait	of	x	for	two	different	b	values.	b	=	1	with	a	continuous	line	and	

b	=	−1	with	a	dotted	line	
	

	
Figure	23:	Simulations	for	two	different	b	values	

	
Example	9.	(The	DC	motor).	This	robust	IDA-PBC	technique	can	also	be	applied	to	the	DC	motor	speed	

control	problem.	Consider	the	DC	motor	described	earlier,	in	PCHS	form	given	by	
		 	

with	x	∈	R2	
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and	where	λ	is	the	inductor	flux	and	pm	is	the	angular	momentum.	The	interconnection,	dissipation	and	port	
matrices	are	

	 	 	 		 	

with	 the	control	 input	u	=	v,	 r	and	Br	 represent	 the	electrical	and	mechanical	 losses	respectively,	and	 the	
Hamiltonian	function	is	given	by	

	 	

where	L	is	the	inductance	and	Jm	the	inertia	of	the	motor.	Assume	that	the	control	objective	is	a	desired	speed	
ωd	and	in	that	the	unknown	parameter	is	the	external	torque	τL.	

Following	the	procedure	described	in	Proposition	4,	where	the	xo	(output)	variable	is	themechanical	
speed	ω	and	the	xu	variable	is	the	inductor	current	i,	we	choose	

	 (43)	

which	ensures	(34).	Now	fo	from	equation	(33)	can	be	written	as	
	 	

and	into	taking	account	 ,	A(x)	and	B(x)	are	given	by	

	 	

which	fulfill	the	conditions	(36),	(37)	and	(38),	with	
	 (44)	

Finally,	the	control	law	is	obtained	from	(35),	
	 	

with	(43),	(44)	and	
	 	

Figure	 24	 shows	 the	 behaviour	 of	 the	DC	motor	with	 the	 IDA-PBC	 robust	 control	 law.	 The	motor	
parameters	are:	r	=	0.05Ω,	L	=	2mH,	K	=	0.07N·m·A−1,	Br	=0.01N·m·rad−1s−1,	Jm	=	0.0006Kg·m2,	the	nominal	
torque	is	τL	=	1.25N·m	and	γ	=0.05.	The	system	starts	at	ω	=	170rad·s−1	with	ωd	=	120rad·s−1.	For	t	=	1s	the	
desired	mechanical	speed	is	changed	to	ωd	=	170rad·s−1,	and	for	t	=	2s	the	external	torque	decreases	until	
τL	=	0.25N·m.	Notice	that	the	mechanical	speed	regulation	is	achieved	even	with	the	change	of	the	external	
torque.	
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Figure	24:	Simulations	of	the	IDA-PBC	robust	for	a	DC	motor	

	
We	have	witnessed	that	one	of	the	advantages	of	the	port-Hamiltonian	(pH)	framework	is	that	the	

Hamiltonian	can	be	used	as	a	basis	to	construct	a	candidate	Lyapunov	function,	thus	providing	insight	into	
various	system	properties	like	stability,	passivity,	finite	L2	gain,	etc.	

Another	key	feature	of	pH	systems	is	that	a	power-preserving	interconnection	of	pH	systems	results	
in	another	pH	system,	with	total	Hamiltonian	being	the	sum	of	the	Hamiltonian	functions	and	with	a	Dirac	
structure	defined	by	the	composition	of	the	Dirac	structures	of	the	subsystems.	These	features	have	led	to	a	
research	focus	on	the	control	of	port-Hamiltonian	systems.	
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